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ABSTRACT

Seismic crosshole techniques are powerful tools to characterize the properties of near-

surface aquifers. The knowledge of rock-physical relations at the field scale is essential

for interpreting geophysical measurements. Though it remains difficult to up-scale

the results of existing laboratory studies to the field due to the usage of different

frequency ranges. To address this, we developed an experimental layout which was

successfully applied for surveying the dependency of gas saturation on seismic prop-

erties. The integration of geophysical measurements into a hydrogeological research

question allows us to prove the applicability of theoretical rock physical concepts at

the field scale. It sets a scarce link to the discipline of hydrogeophysics. We used
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crosshole seismics to perform a time lapse study on a gas injection experiment. With

a controlled CH4 injection at 17.5m depth we achieved a guided alteration in sed-

iments water saturation and monitored the process of saturation change in a time

lapse experiment for a period of twelve months covering an observational depth of

8 - 13m. The investigation contained a prior P-wave simulation followed by a data-

based P-wave velocity analysis. A subsequent comparison of our seismic data with

in-situ water content measurements using different approaches shows reasonable com-

pliance and approves the method for gas leakage detection. We demonstrate that our

seismic crosshole setup is able to verify rock physical relations at the field scale and

additionally quantify relative water content changes in the subsurface.

INTRODUCTION

As part of energy transition research, the expanded supply and distribution infras-

tructure faces the challenge of gas leakages and entries at the near surface. The

assessment and monitoring of gas storage and distribution facilities, together with

corresponding induced processes in the near surface is crucial but not restricted to

a reliable risk assessment and impact analysis on our groundwater resource. With

geophysical methods it is possible to detect, determine and validate the dynamics

of subsurface parameters such as porosity, saturation and permeability and hence

conduce to the observation of hydrogeological processes in the subsurface (Jorgensen,

1989; Diallo, 2000; Lamert et al., 2012). The recognition of integrating geophysi-

cal measurements into hydrogeological studies grows and could significantly advance

our understanding of dynamic hydrogeological processes, especially at intermediate

scale (m) (Robinson et al., 2008). Hydrogeophysical investigations sharpen the fo-
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cus on an improved understanding of hydrogeological processes through geophysical

observations in particular. Since those observations do not generally provide direct

information about hydrogeological properties, their effective use is governed by the

strength of the relationships between estimated geophysical properties and the prop-

erties of interest (Binley et al., 2015; Blazevic et al., 2020). Therefore, finding and

evaluating a reliable relationship between rock and geophysical parameters is impor-

tant as they are individually subjected to natural environmental and anthropogenous

influences.

Geophysical monitoring and seismic surveys for gas detecting technologies (Lumley

et al., 2008; Pevzner, 2020; Trautz, 2020) as well as geotechnical site investigation

(Hing Ng et al., 2019) or time-lapse studies with multi-method approaches (Dangeard

et al., 2021) have been applied, discussed and improved over time. Borehole tech-

niques like vertical seismic profiling (VSP) or crosshole tests, including tomography,

although still sparsely used, are applicable to monitor gas injections and variances in

reservoir conditions (Hing Ng et al., 2019). Crosshole tests provide a depth profile

of P- and S-wave velocities. The procedures are outlined in ASTM test designation

D4428 M-84 (1984). There are various examples of the application of seismic methods

in the exploration of carbon capture and storage sites, e.g., to detect the change in

seismic velocity and to image the gas distribution in the reservoir (Zhang et al., 2012;

Götz, 2014; Onishi et al., 2009) or even model CO2 saturation (Hu et al., 2017). A

crosshole seismic layout modification by Diallo (2000) enables an interpretation inde-

pendent from the source signal whilst being decoupled from surface noise. Especially,
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the seismic P-wave velocity is greatly affected by the water content in unconsolidated

materials (Allen et al., 1980), and the signal is hence sensitive to changes in the

fluid component. Note that the position of the groundwater table strongly influences

the P-wave. Its application for deriving geotechnical parameters is limited (Paasche

et al., 2009). Whereas capillary pressure strongly affects both P- and S- waves (So-

lazzi et al., 2020; Romero-Ruiz et al., 2021), shear waves react sensitively to changes

in dynamic soil parameters, such as shear strength or modulus of elasticity (Dietrich

and Tronicke, 2009). Geistlinger and Zulfiqar (2020) studied the influence of wetta-

bility and surface roughness on fluid displacement in detail, whereas we simplify that

the injected gas displaces the fluid phase. This results in material compressibility

changes through the alteration of the bulk modulus (Nanda, 2016), affecting the sig-

nal amplitude. Thus, seismic velocity and amplitude are excellent proxies to image

gas induced parameter changes. One key challenge is the limitation of the measure-

ment scale and its resolution. The characterized target may be much smaller than

the footprint of the geophysical measurement (Binley et al., 2015). Financial limita-

tions of invasive in-situ sampling of the subsurface enforce interpretation based on a

few observations at shallow depths. Knowing that the subsurface process or property

under investigation can be scale-dependent (e.g. Schulze-Makuch et al. (1999)), those

measurements are limited by the scale they offer (Binley et al., 2015).

Our goal is to determine and, in a first attempt, to quantify rock-physical dependen-

cies by influenceing the fluid component with methane gas in a controlled manner.

In this paper, we describe and discuss a methane gas injection experiment and its
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monitoring at the field scale at the test site ”TestUM” in Wittstock/Germany. We in-

vestigate the ability of a near-surface seismic crosshole setup to resolve petrophysical

parameter changes and test the repeatability of our experimental design for time-lapse

interpretation. The focus lies on the data analysis to extract the seismic velocity that

is discussed in the matter of indicating and quantifying changes in the pore fluid. Due

to the size of our local borehole installations, we concentrate our investigation on seis-

mic P-waves. In the saturated zone, its propagation velocity is governed by the pore

fluid and not the formation density (Wightman et al., 2004). In order to avoid 2D

and 3D effects in space, we perform a time-lapse borehole experiment. We compare

the results relative to each other before we finally match them with our water content

measurements. Analyzing the data regarding rock-physical interpretation is essen-

tial to debate its applicability for gas leakage detection. By reviewing Gassmann’s

equation, using the approach of Mavko et al. (1995) to solve them without knowing

S-wave velocity and the time-average relation when considering a ”patchy satura-

tion”, we discuss different approaches to calculate the gas content in the subsurface.

We aim to analyze and interpret a hydrogeophysical field study using rock physical

relations.

TEST SITE

The test site, located in the north of Germany close to Wittstock/Dosse (N 53°

11’ 38.9616, E 12° 30’ 11.178; Figure 1A), has partly been used for a CO2 storage

experiment in 2010 (Peter et al., 2012), and a heat storage experiment being part of

the ”TestUM” project that started in 2019 (Keller et al., 2021; Lüders et al., 2021;

Heldt et al., 2021). Combining geophysical and in-situ hydrogeological exploration
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techniques results in a comprehensive picture of the geological and hydrogeological

subsurface properties. We first applied a spacious electromagnetic survey across the

whole test site to detect metal scrapes and old wiring in the upper 6m and thus

to assure drilling clearance in the whole area. In addition, six electrical resistivity

tomography (ERT) profiles between 110 and 270m length across the test site provided

initial stratigraphical information of the upper 20m (Hausmann et al., 2013; Lamert

et al., 2012; Peter et al., 2012). As a third step, we combined this information with the

in situ hydraulic characterization in selected areas using direct push (DP) technologies

(Dietrich and Leven, 2006; Köber et al., 2009). Measurements with the hydraulic

profiling tool (HPT) (Dietrich et al., 2008) and the electrical conductivity (EC) log

resulting in a depth-orientated stratigraphical interpretation. Figure 1C shows a drop

of the relative hydraulic conductivity at 9m depth that indicates a low permeable

layer corresponding with slightly higher electrical conductivity values. Additional

slug tests (Butler, 1997) and sediment core samples validate the hydrogeological and

support the geological evaluation (Figure 1C, D). The sediment core showed coarse-

grained sand on top followed by a clay layer and a subsequent fine-grained sand

with a bulk density of 1610 kg/m3 intermittent by clay and silt with a bulk density

of 1720 kg/m3 according to laboratory measurement. Nuclear magnetic resonance

(NMR) measurements (Dlugosch, 2014) at the test site showed a porosity of 35.3% in

RB1 at 11m depth. We attained an informative picture on sediment parameters at a

local scale and identified a suitable test site for our methane gas injection experiment.

Appendix E offers information about the test site labeling and the data set availability.
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Figure 1: (A) Location of test site for CH4 injection and (B) Experimental layout for CH4

injection with different types of measuring wells. (C) Three hydraulic (black) and electrical
conductivity (red) profiles at MP32,MP31,MP28 measured with the Hydraulic Profiling
Tool (HPT) and (D) core profile of MP28 from 8-16m depth.
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METHODOLOGY

Experimental Design

We tested saturation dispersion models of the methane injection on several injec-

tion strategies for our particular geological setting. They predicted a plume forming

upwards migration of the gas phase with an accumulation right beneath the low-

permeable loam at 9m depth (Dahmke et al., 2021). For hydrogeochemical and

hydrogeological reasons, we want to assure a long duration of upwards gas migra-

tion. Hence, we benefit from a long observational period before the gas accumulates

beneath the permeable loam or degasses to the surface. Therefore, we preferred the

lowermost possible gas injection at 17.5m depth. The methane gas injection experi-

ment (Figure 1B) consists of three central injection lances with an injection depth of

17.5m, taking advantage of the homogeneity of the second aquifer sediment. Three

2” boreholes of high-density polyethylene (HDPE) are located transverse to the in-

jection lances and inline to each other up to a depth of 17m for seismic crosshole

measurements (Figure 1B). Additional soil water content information is provided at

eight adjacent wells together with the injection wells at 11m, 14m and 17m depth

using 22 moisture sensors (SMT-100, Truebner) in total (Figure 1B). An amount of

35 kg gaseous CH4 was injected over a period of two days with an over-pressure of

3.5 bar to stand against water pressure in depth and took place from May 14 to May

16, 2019. Our seismic data acquisition comprised the baseline measurements on April

29, 2019 and seven monitoring cycles starting on May 21, 2019 (Table 1). To avoid the

influence of gas-induced seismicity, our monitoring started five days after injection.
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Table 1: Monitoring period
Date Days after injection Measurement

April 29, 2019 Baseline Monitoring
May 14-16, 2019 Injection
May 21, 2019 5 Monitoring
June 3, 2019 18 Monitoring
July 4, 2019 49 Monitoring

January 22, 2020 251 Monitoring
February 17, 2020 276 Monitoring
March 5, 2020 287 Monitoring
May 5, 2020 355 Monitoring

Seismic crosshole experiment

In crosshole seismic experiments, we measure traveltime and derive velocity of seismic

waves between boreholes. We make use of the conventional approach, which resem-

bles horizontal transmission. Source and receiver are located at the same depth,

analogical to a tomographic setup. The shot is recorded at each depth and analyzed

for horizontal transmission. That enables us to monitor controlled subsurface vari-

ations in a delimited area. We installed a source borehole (SB) and two receiver

boreholes (RB1, RB2) inline. The gas injection takes place between RB1 and RB2

(Figure 1B). The small distance of 4.4m between RB1 and RB2 allows the area to

change the saturation parameter distinctly while being filled with gas. SB is situated

at a larger distance of 13m to RB1 and 17.4m to RB2. We focus our measurements

on the upper area between 8 - 13m depth based on the preconditioned models of gas

migration (Dahmke et al., 2021). SB was equipped with a borehole sparker SBS42

generating a highly repeatable signal provided by an impulse generator IPG5000 that

operates at 5 kV for high voltage power supply, manufactured by Geotomographie

GmbH, Germany. Two hydrophone strings (BHC4, Geotomographie (2021)), one

with 17, and one with 24 hydrophones of small diameter, were mounted into RB1

and RB2 accordingly from 8 - 13m depth with a hydrophone spacing of 1m. The
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first set of 10 shots was released at 13m depth and the sparker was pulled up with a

shot increment of 1m (Figure 2). In both receiver boreholes, we recorded and stacked

ten shots for each depth during the baseline measurement and every monitoring cycle

to increase the signal-to-noise ratio. Our sampling interval was 20.833µs, and the

recording covered 30ms. Source and receivers were acting below the groundwater ta-

ble for coupling reasons. The wells’ siltation process restricted our operational depth

to 13m. In order to obtain comparable data for time-series measurements, and assure

data quality and repeatability, all baseline and monitoring measurements have been

repeated throughout their whole execution. We conducted a complete dismantling

and re-installation of the seismic crosshole setup to ensure reliable detection at the

hydrophones and to exclude manual handling errors throughout the measuring pro-

cess. The raw data consists of a total number of 48 traces per monitoring stage for

six different depths. We resorted the data to account for horizontal transmission.

At every depth, we are looking at six different traces per receiver borehole. The

corresponding figure is available in Appendix A.
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Figure 2: Three HDPE wells (CMT-System, Solinst) are installed inline. The P-wave
sparker in SB operates at a depth from 13 to 8m depth. The hydrophone strings in RB1
and RB2 cover the same depth range. The groundwater table is located at 3m depth. The
gas is injected between RB1 and RB2 at a depth of 17.5m via three injection lances. The
injection model shows a possible saturation dispersion scenario with the highest gas phase
saturation accumulating beneath the low permeable loam.
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2D seismic wave simulation

For the feasibility assessment prior to our experiment, we need to comprehend the

seismic wave behaviour in the subsurface and its changes during fluid variations. To

simulate the propagation of seismic waves in and around boreholes, we applied a 2D

finite-difference time domain program FDBH (Finite Difference BoreHole), originally

developed by Thomas Bohlen and described by Randall et al. (1991). We apply a

version that is based on the velocity-stress formulation of the seismic wave equation

(Hellwig, 2017). The model parameters have been estimated after tabular values

(Schön, 2015; Meister, 2012), and our baseline measurements. The gas-water satu-

rated sand indicates the gas injection.

Model dimension:

Table 2 gives an overview of the model dimension. To avoid numerical dispersion dur-

ing the simulation the grid spacing was set on 500 cells with a spacing of 0.002m. The

size of the finite difference (FD)-grid enfolds 30m x 15m which corresponds to 15000

x 7500 grid cells. The model top is described by a free surface boundary, whereas the

bottom and side boundary are described by perfectly matched layers to account for

wave absorption. The frequency of the source signal (Ricker signal, Appendix B) is

set to 5 kHz, providing a main frequency of 4.3 kHz. It originates from manufacture’s

data.
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Table 2: Model dimension. Source pressure rate is first deviation after time of a bell curve
with the main frequency of 4.8 kHz.

x [m] z [m]

Dimension -5 - 25 0 - 15
Source 0 8 - 13
Receiver 13 / 17.4 8 - 13

Sampling interval [ms] 0.0008
Sampling interval [mm] 0.02

Record time [ms] 25
Time steps 31250

Samples (seismogram) 1250

Model parameter:

The model parameters in Figure 3 show the water saturated and gas-water saturated

case.

Figure 3: Overview of the applied model parameters. At 2.5m - 3.0m depth the transition
zone marks the groundwater table represented by linear saturation interpolation. The solid
line marks the fully water saturated case, the dashed line marks the gas-water saturated
case. A radial gas concentration decrease is implemented to 5m lateral extend, center at x
= 14.5m and z = 12m depth with maximum gas concentration.

Figure 4 shows the elastic wavefield while shooting at 8m depth. The reflection on the

silty clay (low permeable) boundary and the groundwater surface is visible. The wave

travels faster through the low permeable layer. A refracted wave is visible at 0.01 s in

front of the second hydrophone chain at 11m depth. On the right side of Figure 4, we

can clearly see the gas influence on the waves’ travel time below the low permeable
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Figure 4: Simulated P-wave travel path for shot at 8m depth without gas (left) and with
gas lens center at x = 14.5m and z = 12m depth (right)
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Figure 5: Simulated P-wave travel path for shot at 13m depth without gas (left) and with
gas lens center at x = 14.5m and z = 12m depth (right)
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layer. In Figure 5, the P-wave simulation in 13m depth, refraction and reflections,

also within the low permeable layer, are occurring. We see less influence from surface

reflections. Refracted waves along the boundary between the low permeable layer and

the sandy aquifer become obvious. Therefore, we consider conducting a time-lapse

study, where comparisons between the baseline and the monitoring cycle account for

changes in the subsurface.

Estimation of spatial resolution

It is a simplified assumption that the P-wave travels as a ray. It carries information

that originates from an integrative volume around the ray path: the Fresnel volume.

Based on the work of Jordi et al. (2016) and Watanabe (1999), (Appendix D), we

calculate the weighting function for the Fresnel volume using the pyGimli-software

(pygimli.org) that offers a range of tools for travel time analysis. We assume our ray

propagating through homogeneous saturated sand with v = 1760m/s and 1750m/s

for saturated clay. The gas injection is modeled as a gas-water-saturated area with v

= 1000m/s. Due to the loss of high-frequency content from the source to the receivers,

we simplify the layout by calculating and comparing the Fresnel volume only with

the highest frequency measured during the baseline monitoring (f = 533Hz) and the

second monitoring cycle (f = 466Hz) in 10m depth in homogeneous sand. The models

are shown in Figure 6A, B. The circle accounts for the gas-water-saturated area. The

red dots indicate the source-receiver points; they model SB and RB2.

Looking at the travel path at 8m depth, we see an influence on the Fresnel volume

by the low permeable layer, showing that the wave is not taking a straight path
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Figure 6: Extent of the Fresnel volume at 8, 11 and 13m depth. We use a predominant
frequency of f = 533Hz for the Baseline model and f = 466Hz for the gas-water-saturated
model. A) Model of the baseline condition, B) model of the first monitoring with a gas-
water-saturated zone, C) Fresnel volume at 8m depth with a deviation to the high velocity
zone, D) Fresnel volume at 8m depth with an influence of the gas phase between 10 -
15m., E) Fresnel volume for a shot at 11m depth, D) Fresnel volume at 11m depth with
an deviation at the low permeable layer boundary, G) Fresnel volume in the aquifer, H)
Fresnel volume with a gas-water-saturated zone. The deviation at the low velocity zone is
visible.
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(Figure 6C, D). The volume of information influence is somewhat similar compared

to the gas-saturated model. The measurement at 11m depth (Figure 6E, F) shows a

narrower extent of the Fresnel volume. The influence is focused along the boundary of

the low permeable layer and the sandy aquifer. The gas-water-saturated area already

shows an influence. In 13m depth, we can see the strongest variation between the

baseline and the gas-water-saturated model. The volume of influence in the sandy

aquifer is higher than in the low permeable layer. The occurrence of a low-velocity

area changes the volume of influence into the area with higher P-wave velocities. The

volume of influence is decreasing with the occurrence of gas, and we observe a higher

smearing in depth without gas. The modeled gas-water-saturation boundaries have

thin transition zones that are thicker under real conditions. In conclusion, we have

to consider volume information in our experiment. The volume of influence is smaller

close to source and receiver and extends to +/- 2m max. in the middle of RB and SB.

To account for changes in the subsurface, we have to conduct time-lapse studies and

compare monitoring measurements with the baseline measurement. Due to a possible

lateral deviation of the layer boundaries, we have to keep in mind that changes can

not be transferred directly to a specific depth but work as approximations.



19

Processing of seismic field data

We perform a time-lapse study and compare all monitoring measurements to a base-

line measurement without changing the geology in the background. We detect the

P-wave’s first arrival in the receiver boreholes (RB1, RB2) by manual first break

picking (FBP) with a picking accuracy of 0.05ms and obtain the apparent P-wave

velocity v = ∆s
∆t
. Subsequently, we focus our velocity analysis on the area between

the receiver boreholes. It is important to analyze these changes between baseline

and monitoring measurements since the simulation shows that we can not assume 1D

conditions.

Water-content measurements

Water content has been directly measured with soil-moisture sensors (SMT-100,

TRUEBNER GmbH) in well D05 and C06 at 11m and in well Inj2 at 14m and

18m depth (Figure 1) with a measurement accuracy of 1% when calibrating soil-

specifically (data sheet, TRUEBNER (2021)). The recorded absolute water content

can be converted to a volumetric relative gas saturation Θrg which is calculated by

using Θfs as fully saturated water content and Θmw as measured water content by

Equation 1 where:

Θrg =
Θfs −Θmw

Θfs

(1)

Rock physical relation

The rock-physical properties are mainly driven by the fluid component and thus are

the corresponding geophysical proxies. To obtain gas-induced parameter changes, we
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focus on the proxy relationship between our direct geophysical property (velocity) and

the indirect property we are interested in (gas content). For unconsolidated material

and an environment of homogeneous stress and strain, Reuss (1929) and Voigt (1910)

introduce a basic conceptual model. The principle of spatial averaging is based on

the separation of individual rock components and their arrangement as a sequence

of sheets (”sheet model”). Modifications of the model allow the application of the

seismic travel time, such as the time-average relation proposed by Wyllie et al. (1956).

This relationship, also based on the application of the sheet model in porous rocks, is

mainly applied to determine or estimate porosities. This assumption is only valid if:

- the wavelength is small compared to the typical pore size

- pores and grains are homogeneously arranged perpendicular to the ray path

- for consolidated materials with intermediate porosity

and, therefore, does not apply for our case. However, Schön (2015) announces the

problem of multi-phase pore fluids where the modulus of the mixtures is dominated

by the phase with the lowest modulus and, therefore, highest compressibility. If water

and gas are evenly distributed in the pore, this results in a jump from bulk modulus

of the gas (Kg) level to bulk modulus of water (Kf ) level immediately at Sw → 1.

Given that the fluids are not mixed uniformly, he talks of a ”patchy saturation”

whereupon the Voigt and Reuss equation generally describes the upper and lower

limit of the effective moduli, the limit of elastic parameters of a composite medium for

any mixture. This allows us to apply the time-average relation (Wyllie et al., 1956) to

estimate gas-induced parameter changes independent of subsurface density. It states

that the total traveltime recorded on the log is the sum of the time the seismic wave
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spends travelling through the solid part of the rock and the time it spends travelling

through the fluids in the pores. We obtain the gas content Θg by subtracting the

traveltime of the saturated rock before the injection from the traveltime of the seismic

P-wave through the partly saturated rock after the injection.

tfs
s

=
1

vf
Φ +

1

vm
(1− Φ) (2)

To describe the total traveltime of the seismic P-wave through the fully saturated

rock before the injection. After the gas injection, we receive an additional term with

tps as traveltime of the partly saturated rock, vg as the interval velocity of the injected

gas and Sw as water saturation.

tps
s

=
1

vg
Φ(1− Sw) +

1

vf
ΦSw +

1

vm
(1− Φ) (3)

with: s = distance from SB to RB2,

tfs = traveltime of the full saturated rock,

Φ = porosity,

vm = interval velocity of the matrix material,

vf = interval velocity of the pore fluid,

s = distance to SB,

∆t = travel time difference between the fully saturated and the partly saturated rock,

vw = 1480m/s as the interval velocity of water,

vg = 430m/s as interval velocity of the injected gas.
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When subtracting Equation 2 from Equation 3 we get the traveltime difference be-

tween the saturated and the partly saturated subsurface.

∆t

s
=

tps − tfs
s

= (1− Sw)Φ

(
1

vg
− 1

vf

)
(4)

∆t

s
= Θg

(
1

vg
− 1

vf

)
(5)

Θg =
∆t
s

1
vg

− 1
vw

(6)

The calculation of gas content Θg using the time-average relationship is based on the

picked traveltime difference between RB1 and RB2.

Gassmann (1951) derived a refined relation that is based on the pore fluid effect

model and is natural for unconsolidated rock. It applies for saturated porous rocks

with any fluid of known properties. Relative motions between fluid and solid are

negligible. This results in an inertial density of the saturated rock and hence, justifies

the performance only for low frequency ranges from 10-100Hz (Diallo, 2000; Benson

and Wu, 1999). Biot (1956) included dynamic effects through connected pores and

allows relative fluid flow resulting in frequency dependence of wave velocity. The

low frequency Gassmann (1951)-Biot (1956) theory predicts the relation between the

effective bulk moduli of the dry and saturated rock Kdry and Ksat with the shear
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modulus µ being independent on saturation.

Ksat

K0 −Ksat

=
Kdry

K0 −Kdry

+
Kf

Φ(K0 −Kf )
µsat = µdry (7)

where Φ is the porosity, K0 and Kf are the bulk moduli of the mineral and the fluid

material (Mavko et al., 1995). Gassmannn’s relation is often described as a relation

to predict seismic velocities when exchanging the fluid, such as predicting saturated-

rock velocities from dry-rock velocities. It is known as the fluid substitution problem

(Mavko et al., 2020). The bulk modulus K and the shear modulus µ can be derived

from P-wave, and S-wave velocities with:

K = ρ(Vp
2 − 4

3
Vs

2), µ = ρVs
2, ρ = Φρf + (1− Φ)ρ0. (8)

We face the problem of an unknown shear wave velocity, so the bulk modulus K

cannot be extracted. Given that case, Mavko et al. (1995) presented a method to

approximate the fluid substitution transform of Vp without knowing Vs by operating

directly on the P-wave modulus M.

Applying the fluid substitution problem of Mavko et al. (1995) leads to an analogue

equation to Equation 7 for the P-wave modulus, with Mps as the partially saturated

P-wave modulus (Equation 9, Equation 10):

Msat

M0 −Msat

≈ Mdry

M0 −Mdry

+
Mf

Φ(M0 −Mf )
, vsat =

√
Msat

ρ
(9)
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Mps

M0 −Mps

≈ Mdry

M0 −Mdry

+
Mw

ΦSw(M0 −Mw)
+

Mg

Φ(1− Sw)(M0 −Mg)
(10)

According to them, changes of the bulk modulus are linked to the Reuss (1929) average

of the P-wave modulus MR, as the pore fluid varies and is defined by Equation 11:

1

MR

=
Φ

Mf

+
1− Φ

M0

(11)

with M0 = K0 +4/3µ0 = ρV 2
p as the mineral- and Mf = Kf as the fluid modulus. In

partially saturated rocks at low frequencies, Bachrach and Nur (1998) consider the

gas bulk modulus Mf = Mw+Mg as part of the effective modulus of the pore fluid:

1

Mf

=
Sw

Mw

+
1− Sw

Mg

(12)

With known Sw as the water saturation the materials density ρ can be derived in

Equation 13 with the combination of ρw (density of the fluid) and ρg (density of the

gas)

ρ = Φ(Swρw + (1− Sw)ρg) + (1− Φ)ρ0 (13)

Bachrach and Nur (1998) introduced a ratio equation for the case of Sw < 0.9, with

Mps ≈ constant. They state that if the residual water saturation at dry conditions

can be estimated and average density ρ1 can be calculated, then the density change
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(due to saturation change) ∆ρ can be extracted using:

ρ1V
2
p1 ≈ (ρ1 +∆ρ)V 2

p2 (14)

with ρ1 and vp1 as the density and the velocity of the unsaturated sand and vp2 as

the velocity of the fully saturated sand. With the definition of the fluid saturation

as depending on fluid content and the porosity of the fluid containing rock, the satu-

ration parameters can be calculated by applying Equation 8 and 13 into the relation

Equation 14. The gas content can be derived with Sg = 1− Sw as the gas saturation

and Θg as the gas content in Equation 15:

Sg =
Θg

Φ
=

(
1 +

1− Φ

Φ

ρ0
ρw

)(
v21
v22

− 1

)
(15)

This approach takes recourse to the conceptual model of Reuss (1929). Using the

elastic moduli for data interpretation remains delicate since the pressure dispersion

will likely vary during the injection experiment.

RESULTS

We analyzed the repeatability of the experiment and the signal stability in quality over

the whole monitoring period displayed in Figure 7. The deviation of the first period

maximum amplitude for the first and second measurement cycle amounts to less than

10% for 70% of all the baseline and monitoring measurements. To investigate the

influence of a possible borehole deviation on our measurements, the baseline P-wave

velocities have been analyzed at RB1 and RB2. (Figure 8A).
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Figure 7: Repeated baseline measurements at 10 and 13m depth in RB2: The first measure-
ment cycle (blue) is followed by a complete dismantle and rebuilt for a second measurement
(dotted, dashed).

Traveltime and P-wave velocity data

Figure 8 show the P-wave velocities gathered in the receiever boreholes RB1 and RB2.

The traveltime differences between baseline and each monitoring measurement (dtB =

RBMonitoring−RBBaseline) are displayed in Figure 8B-D for three time steps. Figure 8B

shows an increasing traveltime in RB1 and RB2 five days after the injection. The

strongest shift occurs in RB2 at 12m. Two weeks later, the traveltime in both

receiver boreholes declines (Figure 8C) so that the traveltime difference becomes

negligible 49 days after injection (Figure 8D). Both receiver wells indicate a change

in traveltime (Figure 8B-D); thus, we assume the whole area between RB1 and RB2

being influenced by gas-induced changes. This allows us to focus our analyses on

the area between RB1 and RB2 . We derive P-wave velocities from the travel time

difference between the receiver boreholes dtR = tRB2 − tRB1 (Figure 9). The P-
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wave shows strong velocity deviations from the baseline level during the first three

monitoring cycles. Follow-up observations from 251 - 355 days after injection indicate

smaller to no changes, when seismic P-wave velocity approaches baseline level.

Figure 8: (A) P-wave velocity and (B-D) traveltime difference between baseline and mon-
itoring measurement (dtB) at different time steps. The blue mark indicates the hydraulic
low-permeable layer meandering between 9 - 11m depth.
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Figure 9: P-wave velocity between the receiver boreholes RB1 and RB2 comprising the
whole monitoring period

Water content measurements and gas content calculations

Figure 10 provides an overview of water content measurements in well D05 and C06

at 11m and in Inj2 at 14m and 18m depth provides. A direct comparison between

P-wave velocities obtained at RB2 and simultaneous measured water content is given

in Figure 10A. Accounted errors are depicted. They comprise the picking accuracy

of 2% and the measurement accuracy of the water saturation of 1%. It shows that

the measured P-wave velocities are related to water content measured in well DO5,

C06 and Inj2 during the injection process. Porosity estimates amount to D05 =

36.5%, C06 = 35.5%, Inj2 = 35.1%. Higher water- and, therefore,lower gas content

in the subsurface show a higher P-wave velocity between SB and RB2. Single water

content measurements at different boreholes (Figure 10B) show that water content

drops stronger in greater depths. Well D05 is situated between SB and RB1, and

water-content information is available at 11m depth allowing a direct comparison
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Figure 10: A) Experimentally determined relation between P-wave velocity (SB-RB2) and
water content B) Soil water at the middle injection well Inj2 at 14m and 18m, and at D05
and C06 at 11m depth, C) calculated gas content values based on the time average relation
(Equation 6) plotted against collected gas content values, D) Water content at D05 at a
sensor in 11m depth, P-wave velocity at 11 and 12m depth at RB2. Injection timing is
indicated by the dashed line.
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with the P-wave velocity. The calculation of the gas content using the experimentally

determined parameters in RB2 and its comparison to the measured value delivered

the following results in Table 3. They are visually apparent in Figure 10C. The gas

content graph of D05 clearly rises directly after injection. The calculated gas content

inferred from the time average relation (Equation 6) shows an increase around the

injection time. The calculated gas content culminates in 7.3% at 12m depth five

days after injection. Those calculated values using the seismic data (Equation 6) in

Table 3 show the absolute change in gas content Θg in RB2 with a defined error

margin of 0.2 Vol.% due to picking accuracy of 0.05ms. Physically a gas content of

-0.4 Vol.% is not reasonable but indicates our measurement accuracy. Gas content is

0 when the subsurface reaches the initial condition. The increase in gas corresponds

to a maximum drop of 4.2% in water content (Figure 10D). The measured P-wave

velocity at 11 and 12m depth show a drop around the injection time. In our initial

seismic measurement at RB2 we record a drop in P-wave velocity of 209m/s five

days after the injection compared to our baseline measurement. In Figure 10D the

actual measured water content is plotted together with the measured P-wave velocity

in RB2 at 11 and 12m depth.

Table 3: Gas content Θg in [Vol.%] for each depth calculated for four time steps after
injection according to Equation 6.

Depth [m] 5 days after inj. 18 days after inj. 49 days after inj. 251 days after inj.

13 4.7 3 0 0
12 7.3 5.6 0.2 -0.4
11 4.9 0 0 -0.4
10 2.3 2.3 0.9 0.2
9 0.7 0.7 0.7 0
8 1 0.4 0 0

The results and corresponding parameters of the Gassmann evaluation according to

Bachrach and Nur (1998) using Equation 15 is provided in Appendix C, Table 5.
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DISCUSSION

Similar to Lamert et al. (2012, measuring CO2 with ERT) and Cahill et al. (2017,

measuring CH4 with GPR), we injected methane into the near surface to detect

gas-induced parameter changes with geophysical methods. Our new approach of

implementing a seismic crosshole set-up analogous to Diallo (2000) closed a gap in

near-surface monitoring approaches.

With our re-measurement procedure, we excluded errors due to manually handled

equipment (Figure 7) and ensured the approach by comparing data sets of different

time steps. We thereafter quantify gas saturation by evaluating P-wave velocities and

hence, connect established rock physics theories with hydrogeophysical applications.

Borehole deviation and traveltime

Similar P-wave velocities for both receiver boreholes in Figure 8A signify the negligible

effect of borehole deviation on our measurement. The time series of traveltimes

displayed in Figure 8B, C shows a shift between the first and the second receiver

borehole, strongest at 12m depth. After 49 days after the injection, the traveltimes

in both receiver boreholes re-approach the baseline level. With this shift and the

hydraulic low-permeable layer being situated between 9 - 11m depth, we assume that

gas accumulates beneath the silt layer.

P-wave velocity

Initially conducted elastic wavefield simulations show the feasibility of P-waves to de-

tect saturation changes in the subsurface. Depending on the sources location towards
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the layer boundaries, we observe reflection, refraction and conversion processes. The

first break pick detects a non-converted P-wave. The alteration of P-wave velocity

and associated changes in gas content between RB1 and RB2 are strongest within

the first two months after injection at a depth of 10 - 13m (Figure 9). At a depth of

9 - 10m, the velocity remains lower compared to the baseline 49 days after injection.

With glacial till having a much smaller permeability than silty sand (Schön (2004)),

this could be due to a slower process of degassing and dissolving or an upwards gas

migration. With the last monitoring cycle 355 days after injection, we found no gas

indication in the velocity analysis and, therefore, assumed a complete dissolving of

the gas.

Comparison to in-situ soil-water content

The verification of seismic data with the absolute water content in the soil, also done

by Whiteley et al. (2020) when investigating landslides using seismic refraction to-

mography, has been applied here on smaller-scale studies in a borehole setup. The

effect of the soil-water content on seismic reflection and refraction amplitude has al-

ready been studied by Jefferson et al. (1998). Here, we compared the water content

and calculated gas content Θg primarily with the observed P-wave velocities between

RB1 and RB2 (Figure 10). With the injection taking place at 17.5m depth, we see

a strong reaction at the soil-moisture sensors in greater depths directly at the injec-

tion lance. The response of the more distant soil moisture sensors at C06 and D05

at 11m depths is much weaker (Figure 10B). The correlation of water content and

P-wave velocity shows that higher gas content corresponds to lower P-wave velocities
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(Figure 10A). The ”patchy saturation” approach allows us to simplify our calcula-

tions using the time-average relation. We have a detailed look at the soil moisture

sensor at D05 in 11m depth and compare it to the P-wave velocity measurements at

11m depth. The instant drop of water content by 4.2% seems to be reflected by the

calculated P-wave velocity which was obtained five days after the injection, where

we see a drop of 209m/s. The accurate water content five days after the injection

amounts only to 34.2% at the water-content measuring well D05. Gas propagation

simulations (Dahmke et al., 2021) assume that the influence of the gas phase does not

exceed a lateral extent of 2m radius around the injection point and, therefore, still

includes D05, but not RB1. A direct comparison between water content and seismic

P-wave velocity is still valid when we consider that the seismic P-wave transports

2D information on the path between the source and the receiver. The monitoring

interval should be increased around the injection period for higher accuracy. The

translation of the water content to a relative gas content allows a direct comparison

of the gas saturation changes (Figure 10B). The correlation of water content and

P-wave velocity shows that higher gas content corresponds to lower P-wave velocities

(Figure 10C). The calculated Θg in Table 3 of 4.9% at 11m depth five days after

injection complies well with our P-wave velocity data, the relative gas content and

the water content measurements. When we compare the calculated percent deviation

with the absolute deviation, we find a very good correlation that shows our seis-

mic crosshole measurement’s capability to indicate and quantify relative gas content

changes in the subsurface. Figure 10 shows the compliance of these three parameters

and their following increase beyond the baseline level at the end of the monitoring
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process.

Analyzing the approach of Mavko et al. (1995) of inferring K without knowing the

S-wave velocity (Table 5) shows rather high gas contents. Those calculations consider

density properties in the subsurface. Changes in density can not be evaluated and

reconsidered during the experiment; thus we cannot provide realistic density assump-

tions. Therefore, this gas content estimation is not fully parameterizable.

The whole signal, whilst repetitive and resilient, underlies a complex behavior in the

subsurface. A full-waveform analysis of this data set would be of great interest, also

for tackling potential frequency dependencies, but must handle high frequencies and

the elastic approximation in order to image the low variations of the time-series appli-

cation (Köhn et al., 2013, 2017). Another approach would be the analysis of S-wave

behavior which would require different well sizes and borehole equipment. This basic

field experiment shows the urgent need for further and continuative investigations of

rock-physical dependencies at the field scale.

CONCLUSION

With our crosshole seismic experiment in the near surface we are able to detect gas-

induced changes in matrix saturation at the field scale. Seismic monitoring before and

after methane injection provided comparable time series of P-wave traveltime, and

velocity. With this new approach, we generate highly repeatable data when monitor-

ing the impact of gas injection during a time period of twelve months. We developed

a ready-to-apply field approach to identify gas leakages in the near surface using three

boreholes equipped with one sparker and two hydrophone chains. The experimen-
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tal design is suitable to monitor gas-induced changes reflected by seismic velocity at

the field scale. The P-wave velocities have been compared to absolute water content

measurements as well as to calculated gas content values. We discussed different

approaches on quantifying gas content changes by comparing Gassmann’s equations

and the time-average relation. With the idea of ”patchy saturation”, we discovered a

suitable method for our experiment with a measurement accuracy of 0.2 Vol.% in the

subsurface by analyzing seismic P-wave velocities. Additional favorable approaches to

analyze the behavior of seismic waves in combination with saturation changes would

imply focus on complementing processing approaches such as, frequency and disper-

sion analysis and provide real data for full waveform analysis. Acquiring shear waves

is essential to support and confirm further theoretical concepts. In the future, gaining

substantial knowledge about parameter relation and dependencies in the near surface

entails a huge potential considering the small number of field scale experiments.
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APPENDIX A

RESORTED CROSSHOLE DATA

Resorted data that accounts for horizontal transmission. The Figure A-1 shows eight

traces at each depth per measurement. The colors indicates similar measurement

periods.

Figure A-1: Crosshole traces for every measurement sorted by depth. Different colors
indicate similar measurement periods.
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APPENDIX B

SOURCE SIGNAL SIGNATURE

The source signal signature is described by a Ricker wavelet with the dominant fre-

quency of 4.3kHz.

Figure B-1: Ricker wavelet
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APPENDIX C

GAS CONTENT APPLYING THE APPROXIMATION METHOD

AFTER MAVKO ET AL. (1995) AND BACHRACH AND NUR (1998)

Mavko et al. (1995) provided a method, using the Reuss (1929) average to estimate the

K- modulus without knowing the S-wave velocity and, therefore, the shear modulus.

With:

Φ = Porosity

MR = Reuss average modulus

M0 = K0 + 4/3µ0 = mineral modulus

Mf = Kf = fluid modulus

Mg = Kg = gas modulus

The calculation of the gas content following Mavko et al. (1995) and Bachrach and

Nur (1998) has been performed using the following parameters:

Table 4: Parameters for calculating P-wave velocity depending on water saturation accord-
ing to Mavko et al. (1995); Bachrach and Nur (1998)

. Parameter Symbol Value Unit

Bulk density ρ 1500 - 1800 kg x m−3
Density Water ρf 999 kg x m−3
Density Methan ρg 0.717 kg x m−3
P-wave velocity water Vpf 1480 m x s−1
P-wave velocity methane Vpg 430 m x s−1

Table 5: Gas content Θg in [Vol.%] for each depth calculated for four time steps after
injection following Bachrach and Nur (1998).

Depth [m] 5 days after inj. 18 days after inj. 49 days after inj. 251 days after inj.

13 55 33 - -
12 90 67 2 -4
11 60 - - -4
10 27 27 1 -2
9 8 8 8 -
8 12 4 - -
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APPENDIX D

FRESNEL VOLUME CALCULATION

The Fresnel volume indicates the integrative area of the amplitude measurement. It

is calculated by using:

TS = Traveltime from SB

TG = Traveltime from RB1 to each grid point P in the area of interest.

TSR = traveltime from SB to RB1

x = horizontal position of source- and receiver point (here: 0m, 13m)

z = lateral position of source- and receiver point (here: -10m)

f = dominant frequency

The Fresnel volume is represented as weight value w that are expressed as a monotonously

decreasing function:

TS =

√
(xSB)2 + (zSB)2

v
(D-1)

TG =

√
(xRB1)2 + (zRB1)2

v
(D-2)

TSP + TPR − TSR ≤ 1

2f
(D-3)

Here, according to Watanabe (1999), as a linear weighting function:
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w =

{ 1− 2f∆t, (0 ≤ ∆t ≤ 1/2f)

0, (1/2f ≤ ∆t)

(D-4)

with

∆t = TSP + TPR − TSR (D-5)

APPENDIX E

DATA SET AVAILABILTY AND TEST SITE LABELING

The original data used for this paper will be provided in Pangaea (Pohle et al., 2022):

https://doi.org/10.1594/PANGAEA.940676

Table 6: Test Site Labeling
Label Test Site Purpose

Inj1 W3 ML C03 Gas injection
Inj2 W3 ML C04 Gas injection
Inj3 W3 ML C05 Gas injection
RB1 W3 2Z U05 Receiver borehole 1
RB2 W3 2Z D06 Receiver borehole 2
SB W3 2Z U00 Source borehole

MP028 WZ 2Z 006 HPT / Core
MP031 MP031 HPT
MP032 MP032 HPT
D05 W3 ML D05 Water content
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LIST OF FIGURES

1 (A) Location of test site for CH4 injection and (B) Experimental layout for

CH4 injection with different types of measuring wells. (C) Three hydraulic (black)

and electrical conductivity (red) profiles at MP32,MP31,MP28 measured with the

Hydraulic Profiling Tool (HPT) and (D) core profile of MP28 from 8-16m depth.

2 Three HDPE wells (CMT-System, Solinst) are installed inline. The P-wave

sparker in SB operates at a depth from 13 to 8m depth. The hydrophone strings

in RB1 and RB2 cover the same depth range. The groundwater table is located at

3m depth. The gas is injected between RB1 and RB2 at a depth of 17.5m via three

injection lances. The injection model shows a possible saturation dispersion scenario

with the highest gas phase saturation accumulating beneath the low permeable loam.

3 Overview of the applied model parameters. At 2.5m - 3.0m depth the transi-

tion zone marks the groundwater table represented by linear saturation interpolation.

The solid line marks the fully water saturated case, the dashed line marks the gas-

water saturated case. A radial gas concentration decrease is implemented to 5m

lateral extend, center at x = 14.5m and z = 12m depth with maximum gas concen-

tration.

4 Simulated P-wave travel path for shot at 8m depth without gas (left) and

with gas lens center at x = 14.5m and z = 12m depth (right)

5 Simulated P-wave travel path for shot at 13m depth without gas (left) and

with gas lens center at x = 14.5m and z = 12m depth (right)

6 Extent of the Fresnel volume at 8, 11 and 13m depth. We use a predomi-

nant frequency of f = 533Hz for the Baseline model and f = 466Hz for the gas-water-
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saturated model. A) Model of the baseline condition, B) model of the first monitoring

with a gas-water-saturated zone, C) Fresnel volume at 8m depth with a deviation

to the high velocity zone, D) Fresnel volume at 8m depth with an influence of the

gas phase between 10 - 15m., E) Fresnel volume for a shot at 11m depth, D) Fresnel

volume at 11m depth with an deviation at the low permeable layer boundary, G)

Fresnel volume in the aquifer, H) Fresnel volume with a gas-water-saturated zone.

The deviation at the low velocity zone is visible.

7 Repeated baseline measurements at 10 and 13m depth in RB2: The first

measurement cycle (blue) is followed by a complete dismantle and rebuilt for a second

measurement (dotted, dashed).

8 (A) P-wave velocity and (B-D) traveltime difference between baseline and

monitoring measurement (dtB) at different time steps. The blue mark indicates the

hydraulic low-permeable layer meandering between 9 - 11m depth.

9 P-wave velocity between the receiver boreholes RB1 and RB2 comprising

the whole monitoring period

10 A) Experimentally determined relation between P-wave velocity (SB-RB2)

and water content B) Soil water at the middle injection well Inj2 at 14m and 18m,

and at D05 and C06 at 11m depth, C) calculated gas content values based on the

time average relation (Equation 6) plotted against collected gas content values, D)

Water content at D05 at a sensor in 11m depth, P-wave velocity at 11 and 12m depth

at RB2. Injection timing is indicated by the dashed line.

A-1 Crosshole traces for every measurement sorted by depth. Different colors

indicate similar measurement periods.
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B-1 Ricker wavelet
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1 Monitoring period

2 Model dimension. Source pressure rate is first deviation after time of a bell

curve with the main frequency of 4.8 kHz.

3 Gas content Θg in [Vol.%] for each depth calculated for four time steps after

injection according to Equation 6.

4 Parameters for calculating P-wave velocity depending on water saturation

according to Mavko et al. (1995); Bachrach and Nur (1998)

5 Gas content Θg in [Vol.%] for each depth calculated for four time steps after

injection following Bachrach and Nur (1998).

6 Test Site Labeling


