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Abstract 1 

Soil organic carbon (SOC) and soil carbon-to-nitrogen ratio (C:N) are the main indicators of soil 2 

quality and health and play an important role in maintaining soil quality. Together with Landsat, 3 

the improved spatial and temporal resolution Sentinel sensors provide the potential to investigate 4 

soil information on various scales. We analyzed and compared the potential of satellite sensors 5 

(Landsat-8, Sentinel-2 and Sentinel-3) with various spatial and temporal resolutions to predict 6 

SOC content and C:N ratio in Switzerland. Modeling was carried out at four spatial resolutions 7 

(800 m, 400 m, 100 m and 20 m) using three machine learning techniques: support vector 8 

machine (SVM), boosted regression tree (BRT) and random forest (RF). Soil prediction models 9 

were generated in these three machine learners in which 150 soil samples and different 10 

combinations of environmental data (topography, climate and satellite imagery) were used as 11 

inputs. The prediction results were evaluated by cross-validation. Our results revealed that the 12 

model type, modeling resolution and sensor selection greatly influenced outputs. By comparing 13 

satellite-based SOC models, the models built by Landsat-8 and Sentinel-2 performed the best and 14 

the worst, respectively. C:N ratio prediction models based on Landsat-8 and Sentinel-2 showed 15 

better results than Sentinel-3. However, the prediction models built by Sentinel-3 had 16 

competitive or better accuracy at coarse resolutions. The BRT models constructed by all 17 

available predictors at a resolution of 100 m obtained the best prediction accuracy of SOC 18 

content and C:N ratio; their relative improvements (in terms of R
2
) compared to models without 19 

remote sensing data input were 29.1% and 58.4%, respectively. The results of variable 20 

importance revealed that remote sensing variables were the best predictors for our soil prediction 21 
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models. The predicted maps indicated that the higher SOC content was mainly distributed in the 22 

Alps, while the C:N ratio shared a similar distribution pattern with land use and had higher 23 

values in forest areas. This study provides useful indicators for a more effective modeling of soil 24 

properties on various scales based on satellite imagery.  25 

Keywords: Soil organic carbon; C:N ratio; Sentinel; Landsat; Machine learning; Digital 26 

soil mapping. 27 

1. Introduction 28 

Soil organic carbon (SOC), as one of the main indicators of soil quality and health, is also an 29 

important and variable carbon pool in terrestrial ecosystems and thus plays an important role in 30 

regulating the global carbon cycle and in maintaining soil quality (Lausch et al., 2019). The ratio 31 

of SOC to total nitrogen (C:N ratio) is also an important index of soil quality and fertility, 32 

reflecting the interaction or coupling between SOC and total nitrogen (Lou et al., 2012; Xu et al., 33 

2018a). Moreover, the C:N ratio is the main factor affecting soil microbial communities and thus 34 

plays a key role in the terrestrial carbon and nitrogen cycle (Wan et al., 2015; Wu, 2020; Xu et 35 

al., 2019). Quantifying the spatial distribution of SOC and the C:N ratio is essential for 36 

establishing better soil management, ecological environment monitoring and climate policy. 37 

Unfortunately, the costs and efficiency associated with ground surveys, soil sampling, and 38 

laboratory analysis limit the large-scale monitoring of soil properties (Chen et al., 2019; Xu et 39 

al., 2020). Reliable and cost-effective approaches for predicting SOC content and C:N ratio are 40 

therefore indispensable. 41 

        Digital soil mapping is an effective method to accurately predict soil properties over large 42 
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areas, while reducing the cost of sampling and analysis (Jeong et al., 2017). Digital soil mapping 43 

establishes soil prediction models based on the quantitative relationship between field soil 44 

observations and environmental predictors representing soil formation factors to understand the 45 

spatial patterns of soil properties (Loiseau et al., 2019; McBratney et al., 2003). Many techniques 46 

have been developed to link soil and environmental predictors through the framework of digital 47 

soil mapping, where machine learning algorithms have become very popular due to excellent 48 

predictive performance (Padarian et al., 2020; Taghizadeh-Mehrjardi et al., 2020). Machine 49 

learners commonly used in soil mapping, as listed in the reviews by Heung et al. (2016) and 50 

Lamichhane et al. (2019), mainly include: random forest (RF), Cubist, boosted regression tree 51 

(BRT) and support vector machine (SVM). However, the results of various comparative studies 52 

based on machine learning methods were not consistent (Jeong et al., 2017; Wang et al., 2018a; 53 

Were et al., 2015).  54 

        With these advances in soil mapping, environmental variables (e.g., satellite imagery, terrain 55 

and climate data) obtained from various sources have been combined with field soil observations 56 

to predict soil properties (Kalambukattu et al., 2018; Matos-Moreira et al., 2017; Were et al., 57 

2016). Among them, remote sensing images provide a large number of environmental variables 58 

with multiple spatial and temporal resolutions for simulating soil-landscape relationships. The 59 

prediction of soil properties has been achieved from field to global scales, taking into account the 60 

different specific characteristics of remote sensing sensors. For example, MODIS (Cui et al., 61 

2018) satellite products with low spatial but high temporal resolution and a wide-angle field of 62 

view have been used by researchers for soil mapping on a global scale (Hengl et al., 2014). At 63 

present, numerous regional and national digital soil products have been obtained using Landsat 64 

(Bhattarai et al., 2015) sensors with medium spatial and low temporal resolution (Broderick et 65 
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al., 2015; Ramifehiarivo et al., 2017; Zhi et al., 2018). The selection of appropriate sensors is 66 

important for soil mapping because each sensor has its advantages and characteristics (Cui et al., 67 

2018). In general, sensors with a high temporal resolution produce wide-area coverage with 68 

lower spatial resolution, while sensors with a high spatial resolution are limited in their spatial 69 

coverage and temporal resolution (Zeng et al., 2019). For example, MODIS data with a repeat 70 

cycle of about 1-2 days has a coarse spatial resolution of 250 to 1000 m (Lausch et al., 2016; Xie 71 

et al., 2008). This sensor was proposed to support soil mapping in areas where data availability is 72 

limited (Minasny et al., 2008). The Landsat sensor with a spatial resolution of 30 m has a long 73 

return cycle (16 days) (Wulder et al., 2019). Such temporal resolution and the impact of the 74 

cloud reduce the availability of Landsat data (Bhattarai et al., 2015). Although these two most 75 

commonly used sensors have been widely and successfully applied, the improved spatial and 76 

temporal resolution characteristics of recently available free and open access remote sensing 77 

images have attracted great interest from scientists (Loiseau et al., 2019; Yang and Guo, 2019).  78 

        The recently released Sentinel satellite series developed by the European Space Agency 79 

(ESA) provides an unprecedented amount of free data for global environmental safety 80 

monitoring (Berger et al., 2012). In particular, Sentinel-2 (S2) and Sentinel-3 (S3) with high 81 

revisit frequency (i.e., 5 days and < 2 days respectively) based on two satellites provide near 82 

real-time operational products for land monitoring (Verrelst et al., 2012). It is expected that these 83 

frequent measurements will greatly improve the ability to detect useful information for various 84 

land applications, especially in areas prone to clouds (Clark, 2017). S2 and S3 satellite sensors 85 

with different spatial resolutions (i.e., 10–60 m and 300 m, respectively vs. 30 m) have larger 86 

swath widths (i.e., 290 km and 1270 km, respectively vs. 185 km) compared to the Landsat-8 87 

(L8) sensor (Berger et al., 2012; Li and Roy, 2017). S2 sensors have now been successfully 88 
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applied to predict different soil properties such as SOC (Castaldi et al., 2019; Gholizadeh et al., 89 

2018; Vaudour et al., 2019), texture (Bousbih et al., 2019; Gomez et al., 2019), soil total nitrogen 90 

(Zhang et al., 2019) and soil salinity (Davis et al., 2019; Taghadosi et al., 2019) in various 91 

environments. However, so far the potential of the S3 sensor in predicting SOC content and the 92 

C:N ratio has not yet been fully exploited. Generally speaking, the prediction accuracy depends 93 

largely on the selected satellite product (Lin et al., 2020). Quantitative evaluation of the 94 

performance of soil prediction models based on multi-satellite sensors can help end users choose 95 

the most appropriate satellite imagery. Although several sensors have been compared in the 96 

literature to predict soil properties, there is no consensus on the potential of recently available 97 

satellite sensors. For example, recent studies by Wang et al. (2020a), Davis et al. (2019) and (Xu 98 

et al., 2017a) compared the effects of remote sensing images with different temporal and spatial 99 

resolutions on soil prediction models. Previous studies, such as Kim et al. (2012), Chi et al. 100 

(2019), Samuel-Rosa et al. (2015) and Taylor et al. (2013) observed the advantages or 101 

disadvantages of environmental variables with different spatial resolutions (e.g., satellite images, 102 

terrain attributes and ecological indicators) in the prediction of soil properties. Most previous 103 

studies have only compared the effects of different sensors with medium resolution on soil 104 

prediction models. The effects of satellite sensors with a medium to coarse spatial resolution on 105 

soil prediction models have rarely been compared and analyzed before, especially Sentinel 106 

sensors with a broad application potential. Comparing the performance of soil prediction models 107 

based on different sensors will improve our understanding of the capabilities and advantages of 108 

these sensors in soil mapping. Therefore, the selection of appropriate satellite sensors in digital 109 

soil mapping requires further efforts through the evaluation of different sensors to improve soil 110 

mapping. 111 
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        Some scholars have focused much of their attention on national-scale SOC mapping due to 112 

the high demand for national information on soil properties e.g. in Hungary (Szatmári et al., 113 

2019), China (Liang et al., 2019), India (Sreenivas et al., 2016), Brazil (Gomes et al., 2019), Sri 114 

Lanka (Vitharana et al., 2019) and France (Martin et al., 2011). In Switzerland, some studies 115 

have carried out spatial prediction of SOC based on digital soil mapping technology but most 116 

studies have focused on a few small areas or specific land use types (Hoffmann et al., 2014; 117 

Nussbaum et al., 2014; Nussbaum et al., 2018). Although some of the existing digital soil 118 

products have been produced on a European scale, they do not cover Switzerland (Panagos et al., 119 

2013; Rial et al., 2017; Yigini and Panagos, 2016). Therefore, there is a lack of information on 120 

the spatial distribution of SOC and the C:N ratio at the national scale in Switzerland. 121 

        The main objective of this study was to analyze and compare the potential of satellite 122 

sensors (i.e., L8, S2, and S3 sensors) for predicting SOC content and the C:N ratio in 123 

Switzerland using three machine learning techniques. In particular, our study aimed (i) to 124 

compare and select the best model to map the spatial distribution of SOC content and the C:N 125 

ratio for the whole of Switzerland and (ii) to evaluate the effects of satellite sensors with 126 

different temporal and spatial resolutions on the SOC and C:N ratio prediction models with four 127 

distinct spatial resolutions. These objectives were achieved by using different combinations of 128 

environmental data (topography, climate and satellite imagery) to generate soil prediction models 129 

in three machine learners (i.e., BRT, RF, and SVM algorithms). The soil prediction models were 130 

constructed with four spatial resolutions (800 m, 400 m, 100 m and 20 m). We compared the 131 

accuracy of soil prediction models and also evaluated the spatial pattern of soil properties and the 132 

importance of predictors.  133 
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2. Materials and methods 134 

2.1. Study area 135 

Switzerland is located in Central Europe and covers an area of 41,000 km
2
, ranging from 196 m 136 

to 4634 m above sea level (Stumpf et al., 2018) (Fig. 1). It is located in a temperate climate zone 137 

with a mean annual temperature (MAT) of 8.6 ° C and a mean annual precipitation (MAP) of 138 

500-2000 mm. The main soil types in the area are Haplic Podzols and Haplic Cambisols 139 

(https://soilgrids.org/) (Hengl et al., 2017). Land use in Switzerland is dominated by agricultural 140 

and forest areas (Price et al., 2015). Agricultural land accounts for 37% of the total area, mainly 141 

including arable land and permanent grassland (Leifeld et al., 2005). Cereals, fruits and 142 

vegetables are the main agricultural products.  143 

2.2. Soil dataset 144 

The soil data we used was obtained from the European Soil Data Centre (ESDAC) that included 145 

150 soil samples from Switzerland (Fig. 1) (Fernández-Ugalde et al., 2020; Panagos et al., 2012). 146 

Soil sampling (0–20 cm) was conducted in 2015 as part of the European-scale LUCAS 2015 147 

Topsoil Survey. The LUCAS survey has been conducted every three years since 2009, of which 148 

the LUCAS 2015 Survey is the latest (Ballabio et al., 2019). The LUCAS sampling density is 14 149 

km × 14 km corresponding to one sample (Panagos et al., 2014). Five sub-samples were 150 

collected at each location to prepare a composite sample of approximately 500 g. The air-dried 151 

samples were sent to the laboratory for analysis by ISO standard methods. The LUCAS data set 152 

recorded the sample locations and corresponding main soil physicochemical properties, 153 
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including SOC and the C:N ratio used for modeling. More details about sampling strategies and 154 

analysis methods are provided by Fernández-Ugalde et al. (2020). 155 

2.3. Environmental data for modeling 156 

Based on soil formation factors, we collected the following types of environmental variables 157 

from public sources for modeling analysis: remote sensing images, terrain attributes, and climate 158 

data. These environmental variables were converted into raster layers (UTM WGS84 Zone 32N 159 

projection system) with spatial resolutions of 20, 100, 400 and 800 m using ArcGIS 10.4 160 

software. For all environmental variables, the attribute values corresponding to each soil sample 161 

were extracted as input for the modeling (Chen et al., 2019). The source and processing of 162 

environment variables were as follows: 163 

2.3.1. Terrain attributes 164 

EU-DEM v1.1 products covering the study area with a resolution of 25 m were used to extract 165 

various terrain attributes. From this DEM data, the terrain variables generated in this study using 166 

SAGA GIS software were as follows: elevation, slope, valley depth (VD), SAGA topographic 167 

wetness index (TWI), channel network base level (CNBL), vertical distance to channel network 168 

(VDCN), catchment slope (CS) and slope length (SL). Details of the calculations for these 169 

variables can be referenced here: http://www.saga-gis.org/.  170 

2.3.2. Satellite imagery and processing 171 

The satellite images used in this study included L8 OLI data downloaded from the Earth 172 

Explorer website and S2 and S3 images obtained from ESA. L8 and S2 data were mosaiced 173 
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using 6 and 12 images captured from August to September 2015, respectively (Chen et al., 2014; 174 

Li et al., 2019). The S3 data covering the study area was trimmed from the S3 OLCI (Ocean and 175 

Land Colour Instrument) full resolution (FR) image on August 23
rd

, 2016.  The cloud cover on 176 

all of these remote sensing images was less than 10%. Both S2 and S3 are constellations with 177 

two satellites, of which S2A and S3A were launched in 2015 and 2016 respectively. The S2 178 

MultiSpectral Instrument (MSI) and S3 OLCI sensors have 13 (from 443 nm to 2190 nm) and 21 179 

(from 400 nm to 1020 nm) spectral bands, respectively (Kokhanovsky et al., 2019). The former 180 

has a swath width of 290 km and a 5-day revisit cycle, while the latter has a wider swath width 181 

(1270 km) and shorter revisit time (less than two days) (Clevers and Gitelson, 2013; Defourny et 182 

al., 2019). We used ENVI 5.5.3 software for geometric correction of the S3 data. All remote 183 

sensing data sets were then atmospherically corrected using the FLAASH atmospheric model, 184 

including radiometric calibration and atmospheric correction (Ke et al., 2015; Lin et al., 2020; 185 

Misra et al., 2018). Twenty-one S3 bands, nine bands of S2 (B2, B3, B4, B5, B6, B7, B8A, B11 186 

and B12) (Vaudour et al., 2019; Wang et al., 2019), and bands 1 to 7 of L8 OLI were used as 187 

candidate predictors for modeling.  188 

2.3.3. Climate data 189 

Climate variables downloaded from Worldclim (Hijmans et al., 2005) included MAP and MAT 190 

data with a spatial resolution of 1 km as environmental variables for soil mapping in this study. 191 

Worldclim provides interpolated climate data for global land areas and has many applications in 192 

ecological modeling. These data were developed using thin-plate splines to interpolate weather 193 

station data. The methods used to produce and interpolate Worldclim data are described in detail 194 

by Hijmans et al. (2005) and Fick and Hijmans (2017). 195 
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2.4. Predictive models 196 

2.4.1. Support vector machine 197 

SVM is a machine learning technique based on the statistical learning theory. The SVM model 198 

uses kernel functions to project data into a high-dimensional space where separation is 199 

performed (Forkuor et al., 2017). In this study,  the radial basis function (RBF) (Eq. (1)) was 200 

selected as a kernel function due to its good performance in soil mapping (Keskin et al., 2019). 201 

k(𝑥𝑖 , 𝑥𝑗) = exp (−𝜎‖𝑥𝑖 + 𝑥𝑗‖
2

)                                                                       (1) 202 

where k is the user-defined kernel function, x is the input vector, and 𝜎 represents the width of 203 

the RBF (Jeong et al., 2017).  204 

We used the “kernlab” package of R software to develop the SVM model. In SVM 205 

modeling, there are two parameters that need to be adjusted, including kernel width (sigma) and 206 

penalty (cost). Using the grid search approach, the best parameters were obtained with the 207 

“caret” package in the R software (Forkuor et al., 2017). More specific information about the 208 

SVM model is provided by Were et al. (2015). 209 

2.4.2. Random forest 210 

RF is a tree-based method for modeling the relationship between target variables and potential 211 

predictors (Rasaei and Bogaert, 2019). The RF model takes decision trees as the basic unit and 212 

averages all tree results to obtain its predicted results. A large number of decision trees are 213 

constructed in RF to ensure the stability of the model, where each tree is independently planted 214 

by a unique bootstrap sample of the training dataset (Khanal et al., 2018). RF estimates error and 215 
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variable importance by using out-of-bag (OOB) samples, which are samples omitted from the 216 

bootstrap samples (Were et al., 2015). The OOB mean square error (MSEOOB) is calculated by 217 

aggregating the predictions of all trees (Eq. (2)).  218 

MSEOBB =
1

𝑛
∑ (𝑧𝑖 − �̂� 𝑖

𝑂𝐵𝐵)
2𝑛

𝑖=1                                                                             (2) 219 

where n is the number of observations and �̂� 𝑖
𝑂𝐵𝐵is the OOB prediction for observation 𝑧𝑖. 220 

This modeling technique is generally preferred in soil mapping studies because it can 221 

estimate the importance of variables, it is insensitive to overfitting and has stable and accurate 222 

predictions (Wiesmeier et al., 2011; Yang et al., 2020). The RF model was implemented through 223 

the “randomForest” package in R . The user needs to define two main parameters in RF 224 

modeling: the number of input variables (mtry) in each tree and the number of trees (ntree). The 225 

grid search method of the “caret” package in R was used to optimize these parameters. The 226 

combination of parameters with the lowest prediction error was used for the final modeling.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   227 

2.4.3. Boosted regression trees 228 

Developed by Friedman et al. (2000), BRT combines the advantages of two algorithms (i.e., 229 

regression trees and boosting) to improve the performance of a single model. Boosting is a 230 

numerical optimization algorithm that minimizes the loss function by adding a new tree to the 231 

first regression tree model at each step (Arabameri et al., 2019; Elith et al., 2008). We developed 232 

BRT models using the “gbm” package in R. Three main parameters need to be optimized to run 233 

BRT: the number of trees (NT), the learning rate (LR) and the tree complexity (TC) (Wang et al., 234 

2018a). In a similar way to the SVM and RF models, we optimized these three parameters using 235 

the grid search approach through the “caret” package. The optimal combination of NT, TC and 236 

LR parameters that provide the minimum predictive deviance was set in the BRT model. 237 
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2.5. Statistical analyses 238 

A descriptive statistical analysis of the target soil properties was performed using SPSS 21.0 239 

software. Some environmental variables may not provide information to predict target soil 240 

properties and may be redundant or highly correlated. Boruta is an all-relevant variable selection 241 

algorithm that can cope with redundancy and collinearity between environmental variables 242 

(Xiong et al., 2014; Xu et al., 2020). To extract useful information from a large set of variables 243 

and reduce multicollinearity, the Boruta algorithm was used to identify the environmental 244 

variables that were relevant for each soil property. After identifying the relevant variables for 245 

each soil property, these selected environmental variables were then used for modeling analysis 246 

of each soil property. In previous soil mapping studies (Keskin et al., 2019; Xu et al., 2017b), the 247 

Boruta algorithm was adopted and reported as an effective method to reduce the multicollinearity 248 

of predictors. In this study, the “Boruta” package was used to run the Boruta algorithm. 249 

2.6. Accuracy assessment and uncertainty  250 

To evaluate and compare the capability of freely and globally available multispectral sensors 251 

with different temporal and spatial resolutions to predict the C:N ratio and SOC at four spatial 252 

resolutions, we used three machine learning techniques to construct the following five 253 

experimental models: Model I, Model II, and Model III were constructed from L8, S2, and S3 254 

images, respectively; Model IV was a combination of climate and terrain variables, while Model 255 

V included all available predictors (Table 1). Fig. 2 shows an overview of the flowchart for SOC 256 

and C:N ratio mapping using these experimental models in Switzerland. Ten-fold cross-257 

validation was used to evaluate the performance of these models. This technique divides the data 258 
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set into ten equal-sized subsets. After that, one of the subsets is used to evaluate the model, while 259 

the other nine subsets are used to train the model. This method is repeated ten times to ensure 260 

that each of the ten subsamples evaluates the model once (Amirian-Chakan et al., 2019). The 261 

following three evaluation indices were calculated: the coefficient of determination (R
2
), the root 262 

mean square error (RMSE) and the mean absolute error (MAE) (Eqs. (3)–(5)).  263 

                               (3) 264 

                           (4) 265 

                                   (5) 266 

 267 

where n represents the number of samples; Pi and Oi represent the predicted and observed values 268 

at site i, respectively.  269 

For every soil property, each model was run a hundred times and their average was used as 270 

the final prediction. We calculated the standard deviation (SD) of each raster cell based on the 271 

100 soil maps generated and used the spatial variation of these SDs to represent the prediction 272 

uncertainty (Hamzehpour et al., 2019; Wang et al., 2020b).  273 

3. Results 274 

3.1. Descriptive statistics of soil properties 275 

Descriptive statistics of soil properties are exhibited in Table 2. The observed SOC content 276 
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ranged from 8.90 to 151.50 g/kg with an average of 43.93 g/kg and a median of 37.45 g/kg. The 277 

average value of the C:N ratio was 10.60 (median: 9.16), ranging from 3.33 to 22.26. The 278 

distribution of SOC and C:N ratio data was strongly skewed, with skewness values of 1.57 and 279 

1.06, respectively. Therefore, we applied the natural log transformation to these soil data. After 280 

conversion, the skewness values of SOC and the C:N ratio data were reduced to 0.13 and 0.16 281 

respectively. The SD values of the raw SOC and the C:N ratio were 27.65 g/kg and 3.24, 282 

respectively, while the corresponding SD values after conversion were 0.58 g/kg and 0.29, 283 

respectively. 284 

3.2. Model evaluation and comparison 285 

The performance results of RF, BRT and SVM in predicting SOC and the C:N ratio based on five 286 

experimental models at four different spatial resolutions are shown in Table 3. The comparative 287 

analysis of model performance obviously demonstrated that the choice of sensors, modeling 288 

resolution and model type significantly affected the prediction accuracy of SOC and the C:N 289 

ratio. For instance, in terms of the best prediction of SOC obtained by each experimental model 290 

at four resolutions, RF showed a higher accuracy than SVM when using Model I  and Model V, 291 

while the latter performed better in Model II, Model III and Model IV. At the same time, for the 292 

best prediction of the C:N ratio using RF and SVM, Model I, Model II, Model III and Model IV 293 

were all better predicted by SVM, while RF and SVM had similar prediction quality in Model V. 294 

Among the SOC predictions of the five experimental models, BRT had the highest prediction 295 

accuracy in Model I and Model V, while the best predictions of the remaining three experimental 296 

models were obtained by SVM. For C:N ratio mapping, SVM achieved the best prediction from 297 

Model I to Model IV, while the highest accuracy of Model V came from BRT prediction. When 298 
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evaluating the models that most accurately predicted SOC and the C:N ratio, it was found that 299 

although SVM performed best in some experimental models, BRT had the lowest RMSE and 300 

MAE values and the highest R
2
 values in both SOC and the C:N ratio predictions.  301 

Compared with Model IV that was constructed from climate and terrain variables, the 302 

prediction accuracy using only one satellite sensor was competitive. For example, it can be 303 

observed that L8-based (R
2
 = 0.363 and R

2
 = 0.353 for SOC and C:N ratio predictions, 304 

respectively) prediction accuracy using BRT was not inferior to Model IV (R
2
 = 0.364 and R

2
 = 305 

0.255 for SOC and C:N ratio predictions, respectively). Competitive prediction accuracy has also 306 

been observed in models related to S2 (R
2
 = 0.253 and R

2
 = 0.334 for SOC and C:N ratio 307 

predictions, respectively) and S3 (R
2
 = 0.290 and R

2
 = 0.247 for SOC and C:N ratio predictions, 308 

respectively) sensors. This result indicates that these three satellite sensors with different 309 

characteristics are very important auxiliary variables for the effective modeling of SOC and the 310 

C:N ratio.  311 

Among the three satellite-based experimental models with four resolutions, the best 312 

performing models in predicting the C:N ratio and SOC were all derived from L8 (Model I), 313 

followed by S2 (Model II) and S3 (Model III). Specifically, for SOC prediction at the same 314 

resolution, the L8 model performed best, followed by the S3 and S2 models, where the S2 model 315 

had the worst overall prediction accuracy. However, the S3 model performed better at a coarser 316 

spatial resolution, especially at 800 m. For C:N ratio prediction at the same resolution, the 317 

overall performance of the L8 model was the best and the S3 model was the worst, but the latter 318 

had a higher accuracy at 800 m. At the same time, the three satellite-based experimental models 319 

performed best at different resolutions: the L8 models achieved the best predictions for SOC and 320 

the C:N ratio at 100 and 20 m, respectively; S2 models were all implemented at 100 m, while S3 321 
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models performed best at 400 or 800 m. The prediction accuracy of the L8 and S2 models both 322 

decreased significantly when the resolution moved from 100 m to 800 m. For example, along the 323 

resolution from 100 m to 800 m, the R
2
 of the L8 model based on BRT in predicting SOC and 324 

the C:N ratio dropped from 0.363 to 0.226 and from 0.330 to 0.142, respectively. The results 325 

revealed that these sensors have different capabilities to predict soil properties at distinct 326 

modeling resolutions. In addition, the prediction accuracy of sensors with a coarser spatial 327 

resolution can provide competitive and even higher accuracy of soil properties compared to 328 

sensors with a higher spatial resolution. On the other hand, Model V (all available predictors) 329 

also produced the highest prediction accuracy at 100 m. Moreover, the prediction accuracy of 330 

Model V at 20 m was lower and higher than its accuracy in predicting SOC and the C:N ratio at 331 

coarser spatial resolutions (400 and 800 m), respectively. When moving from 100 m to 800 m, 332 

the R
2
 of using Model V to predict SOC and the C:N ratio with BRT decreased by 16.0% (from 333 

0.470 to 0.395) and 47.5% (from 0.404 to 0.212), respectively.  334 

For all machine learners and modeling resolutions, soil prediction models always displayed 335 

higher accuracy when remote sensing variables and other variables (climate and terrain 336 

variables) were applied together. Compared with the use of climate and terrain variables (Model 337 

IV) alone, the R
2
 of the BRT model at 100 m improved by 29.1% (from 0.364 to 0.470) in 338 

predicting SOC and by 58.4% (from 0.255 to 0.404) in predicting the C:N ratio due to the 339 

addition of remote sensing variables. We were able to observe this improvement for other 340 

prediction models and modeling resolutions. These results further indicate that the variables 341 

derived from these three sensors contain valuable information that can improve the overall 342 

prediction accuracy. Although the prediction performance was very different on all machine 343 

learning algorithms and modeling resolutions, the Model V (all available predictors) consistently 344 
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performed best, with the BRT model achieving the highest accuracy of SOC (R
2
 = 0.470, RMSE 345 

= 0.437, and MAE = 0.336) and the C:N ratio (R
2
 = 0.404, RMSE = 0.223, and MAE = 0.167) 346 

predictions at 100 m. The R
2
 values suggested that these models could explain about 47% and 347 

40% of the SOC and the C:N ratio variability, respectively.  348 

3.3. Relative importance of environmental variables 349 

The relative importance of the top twenty most important environmental variables used for SOC 350 

and the C:N ratio mapping in Model V at 100 m based on BRT and RF is shown in Fig. 3. There 351 

were slight differences in the ranking of environmental variables in these two predictive models. 352 

For example, the five most important environmental variables in the BRT model were L8_B1, 353 

CS, VD, MAP, and S2_B2 when predicting SOC, while the top five variables in the RF model 354 

were VD, CS, L8_B1, L8_B7, and S3_B6; L8_B1, CS and VD were all ranked in the top three in 355 

both models. For C:N ratio prediction, S2_B3, slope and L8_B1 followed by L8_B3 and TWI 356 

were the most important environmental variables in the BRT model, where S2_B3 and slope 357 

were also in the top three in the RF model. The results of the BRT model also showed that 358 

topography (relative importance of 31%) was the main explanatory variable for SOC prediction, 359 

followed by L8 (26%), S3 (17%), S2 (13%) and climate (13%). In contrast, S2, L8, topography, 360 

and S3 explained 41%, 26%, 22%, and 11% of the C:N ratio variability in the BRT model, 361 

respectively. Moreover, remote sensing imagery (L8, S2 and S3) accounted for 56% and 78% of 362 

the relative importance of SOC and the C:N ratio prediction in the BRT model, respectively, 363 

which indicates that these remote sensing data have the most important impact in predicting SOC 364 

and the C:N ratio in Switzerland.  365 
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3.4. Spatial prediction 366 

As shown in Section 3.2, Model V based on BRT at 100 m had the highest prediction accuracy, 367 

which was adopted to predict the spatial distribution of SOC content and the C:N ratio in 368 

Switzerland. The spatial prediction results are the two maps for SOC content and the C:N ratio, 369 

which display the average and SD values of one hundred predictions (Fig. 4). The average SOC 370 

content (SD: 18.26 g/kg) and the C:N ratio (SD: 1.98) were 44.60 g/kg and 10.73, respectively. 371 

Both the SOC and C:N ratio prediction models based on Model V showed low uncertainty. The 372 

average SD from 100 predicted outputs was 1.89 g/kg for SOC content and 0.08 for the C:N 373 

ratio. The low SD value of BRT indicated that it was stable in predicting SOC content and the 374 

C:N ratio. The spatial details of the soil properties were lost when moving from high resolution 375 

to coarse resolution, especially at 800 m (Figs. 4–6). 376 

 4. Discussion 377 

4.1. Performance of soil prediction models using different 378 

combinations of environmental variables 379 

In this study, comparative analysis revealed that the selection of prediction models, satellite 380 

sensors, and modeling resolution significantly affected the accuracy of soil prediction models 381 

(Table 3). We found that the BRT model achieved the highest prediction accuracy of SOC 382 

content and C:N ratio, although SVM performed better in some experimental models. This is 383 

consistent with the results of Wang et al. (2018a) who compared the performance of RF, SVM, 384 
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and BRT in predicting SOC and reported similar results. These comparable results were also 385 

supported by Ottoy et al. (2017). However, opposing results were also observed in previous soil 386 

mapping studies (Paul et al., 2020; Wang et al., 2020c), which found that the RF model 387 

performed better than BRT. These differences may be caused by the location and the spatial 388 

extent of the study area, the density and number of soil samples, and the type and resolution of 389 

environmental variables. Similarly, no model has been found in this study to consistently 390 

outperform other models in predicting soil properties using different experimental models at four 391 

resolutions. Therefore, it is necessary to calibrate and evaluate competitive prediction models 392 

based on specific experimental data sets at different spatial resolutions. 393 

Our results demonstrated that three satellite sensors (i.e., L8, S2, and S3 sensors) are 394 

essential for effective mapping of SOC and C:N ratio. Various satellite sensors have been 395 

successfully applied to digital soil mapping of different scales, among which the most commonly 396 

used are Landsat and MODIS sensors. For example, Landsat has been widely used to model soil 397 

properties at local (Xu et al., 2017a), regional (Scudiero et al., 2014) and national (Wadoux, 398 

2019) scales. Some scholars have applied MODIS data to conduct soil mapping studies at 399 

European (Ballabio et al., 2018; Panagos et al., 2014), African (Hengl et al., 2015; Vågen et al., 400 

2016) and global (Hengl et al., 2017) scales. Previous studies have reported that sensors with a 401 

coarser resolution are ideal for capturing the general characteristics of the landscape, while 402 

sensors with a higher resolution are suitable for capturing small spatial variations in soil 403 

properties (Kim et al., 2012; Schmid et al., 2008). Remote sensing based soil mapping is subject 404 

to the availability and quality of the remote sensing imagery (Li et al., 2014). Although Landsat 405 

has a higher spatial resolution, its lower overpass increases the difficulty of selecting cloudless 406 

scenes (Poggio and Gimona, 2017). The S3 sensor has a coarser spatial resolution, but its higher 407 
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overpass can easily meet the needs of soil mapping applications for remote sensing data, 408 

especially in areas susceptible to cloud cover and rain. However, so far, the application of S3 409 

products in soil mapping has been limited and it’s potential for SOC and C:N ratio prediction has 410 

not yet been fully developed. In this study, the competitive accuracy obtained by the S3 sensor 411 

demonstrates the feasibility of globally available S3 data in predicting C:N ratio and SOC. Such 412 

products are expected to improve the current data availability of soil mapping based on remote 413 

sensing.  414 

The prediction results showed different accuracies using different satellite sensors at 415 

different modeling resolutions (Table 3). Prediction models built by sensors with coarse spatial 416 

resolution can provide competitive or even better accuracy than models based on higher 417 

resolution sensors. This is consistent with the research by Xu et al. (2017a), who used different 418 

images to investigate soil property prediction in a small farmer environment and found that the 419 

soil prediction model with a coarser spatial resolution demonstrated competitive accuracy 420 

compared to the model with a higher spatial resolution. Similar results were reported by Kim et 421 

al. (2012) and Steinberg et al. (2016). The quantitative evaluation of prediction accuracy also 422 

showed that the construction of multi-scale prediction models can better predict soil properties. 423 

Some previous studies have highlighted the ability of multiple-scale methods to improve soil 424 

mapping (Chi et al., 2019; Taylor et al., 2013). Although it is well known that the spatial scale of 425 

input variables may have a significant impact on prediction performance, most previous digital 426 

soil mapping studies have only performed a single analytical scale (Forkuor et al., 2017). 427 

Therefore, we recommend building multi-scale prediction models for soil mapping to investigate 428 

the optimization of the spatial resolution of input variables, which may be beneficial for some 429 

soil properties.  430 
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The BRT models built by all available predictors at a resolution of 100 m had the highest 431 

accuracy, explaining about 47% and 40% of the SOC and the C:N ratio variability, respectively 432 

(Table 3). Compared with other soil mapping studies carried out in Switzerland, our model 433 

performance results were comparable. Nussbaum et al. (2014) used the robust external-drift 434 

kriging method to perform SOC mapping in the Swiss forest area, explaining 34% (0–30 cm) and 435 

40% (0–100 cm) of the SOC variability at different depths, respectively. Blanchet et al. (2017) 436 

developed an RF model that was able to explain 29% in the Canton of Fribourg in Switzerland.  437 

4.2. Environmental variables controlling the distribution of SOC 438 

content and C:N ratio in Switzerland 439 

Terrain variables were identified as important predictors of our soil prediction models, especially 440 

SOC prediction models (Fig. 3). As a key factor in controlling the landscape scale hydrology and 441 

soil processes, topography has an important influence on soil formation, which in turn affects the 442 

spatial distribution of soil properties (Xu et al., 2018b). Among all terrain variables, VD and CS 443 

were the most important variables for SOC prediction and slope had the highest importance for 444 

the C:N ratio. This was also found by Schillaci et al. (2017) who reported that VD was the most 445 

important variable for SOC prediction in Sicily (Italy) in 1993 from all terrain variables. 446 

Previous studies have shown that CS is an effective auxiliary variable for soil property modeling 447 

(Adhikari et al., 2019; Amirian-Chakan et al., 2019). Slope controls the hydrological conditions 448 

in the landscape and produces different soil moisture conditions and flow patterns (Seibert et al., 449 

2007). Indeed, some scholars have observed a strong relationship between soil properties (soil 450 

carbon and nitrogen) and slope at the field and landscape scales (Fissore et al., 2017; Jendoubi et 451 

al., 2019; Senthilkumar et al., 2009). Other terrain variables, such as TWI and VDCN also played 452 
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an important role in our predictions. Considering the ability of TWI to capture soil moisture 453 

distribution, it is frequently used as a key predictor for mapping soil properties (Pei et al., 2010; 454 

Raduła et al., 2018).  455 

In addition to topography, climate is also one of the five basic elements affecting the 456 

process of soil formation and its impact on soil carbon and nitrogen has been fully demonstrated 457 

(Dash et al., 2019; Ma and Chang, 2019).  In the BRT model, MAP was identified as the fourth 458 

most important variable of SOC, revealing the moderate importance of rainfall for SOC mapping 459 

in the region (Fig. 3). Similar to our results, Deng et al. (2018) found that precipitation is a fairly 460 

important variable affecting SOC prediction in eastern China. The contribution of climate 461 

variables can be explained by their strong correlation with soil carbon and nitrogen pools. 462 

Temperature and rainfall are the most important climatic variables controlling soil carbon and 463 

nitrogen cycles (Geng et al., 2017; Lupon et al., 2015). They affect soil carbon and nitrogen 464 

pools through biotic or abiotic pathways (Lin et al., 2016). For example, temperature and rainfall 465 

could affect soil carbon and nitrogen dynamics by influencing net primary productivity (NPP) 466 

and related carbon and nitrogen input into the soil, as well as biological activity and litter 467 

accumulation and decomposition rates. 468 

        Besides topographic and climatic variables, remote sensing variables explain other sources 469 

of variation in SOC content and C:N ratio estimates, with a sum of corresponding importance of 470 

56% and 78%, respectively (Fig. 3). Similar results were observed in previous studies, which 471 

reported that remote sensing variables most importantly contributed to explaining the variability 472 

of SOC (Wang et al., 2018a; Yang et al., 2016). Among the three satellite sensors, L8 had the 473 

highest importance of SOC prediction, indicating that it exerts a greater influence on the SOC 474 

distribution than S2 and S3 in the study area. In contrast, S2 exhibited a stronger influence than 475 
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S3 and L8 in the C:N ratio prediction. Different studies have highlighted the importance of L8 476 

and S2 in predicting SOC content and the C:N ratio at various scales (Gholizadeh et al., 2018; 477 

Kumar et al., 2018; Rahman et al., 2020; Žížala et al., 2019). Remote sensing data can provide 478 

biophysical properties related to vegetation growth and soil conditions (Marshall and Thenkabail, 479 

2015; Xu et al., 2017b). Vegetation, which is an important source of organic carbon and total 480 

nitrogen in the soil, is highly related to the spatial pattern of soil carbon and nitrogen in the 481 

topsoil (DeLuca et al., 2008; Jobbágy and Jackson, 2000). Many researchers have found that the 482 

relationship between soil and vegetation helps to understand the spatial distribution of soil 483 

properties through remote sensing technology (Maynard and Levi, 2017; Yang et al., 2019). This 484 

is supported by Anne et al. (2014) and Demattê et al. (2017) who explored the relationship 485 

between soil characteristics and vegetation with satellite remote sensing. 486 

4.3. Spatial distribution of SOC content and C:N ratio in 487 

Switzerland 488 

The digital soil maps obtained in this study exhibited similar patterns to previous soil 489 

information products, such as SoilGrid products (Hengl et al., 2017) and digital maps of SOC 490 

stock predicted by Nussbaum et al. (2014). However, the former had a relatively low spatial 491 

resolution and the latter only focused on the SOC of Swiss forest soils. The predicted map 492 

showed strong spatial variation of the topsoil SOC between the three main biogeographic regions 493 

(the Jura Mountains, the Central Plateau and the Alps) of Switzerland (Fig. 4). Specifically, 494 

higher SOC concentrations were mainly concentrated in the Alps, where high-altitude mountain 495 

areas usually have a cool climate and high forest cover. Most of the lower SOC concentrations 496 

were located in the Central Plateau at low altitudes, while the Jura Mountains with middle 497 
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altitudes had relatively higher SOC values than the Central Plateau. These different SOC 498 

contents may be due to obvious differences in climatic conditions, vegetation types and the 499 

topography in these three biogeographic regions. In the Alps, SOC is promoted by abundant 500 

plant litter under dense forest cover, and the cold environment leads to a slow decomposition of 501 

organic matter, which contributes to the accumulation of SOC. The low-altitude Central Plateau 502 

with low SOC content was dominated by farmland and urban areas, which were often disturbed 503 

by human activities. Leifeld et al. (2005) reported that the Swiss SOC stock has been greatly 504 

reduced due to urbanization, deforestation and peatland cultivation. Land use has also been 505 

confirmed by other relevant studies as an important factor in determining the SOC content in 506 

Switzerland (Bolliger et al., 2008; Stumpf et al., 2018). The spatial pattern of the C:N ratio was 507 

closely related to the land use distribution pattern (see Price et al. (2015) for Swiss land use 508 

distribution), with higher values in the forest areas (see the map of forest cover in Waser et al. 509 

(2015)), especially the Alps (Fig. 4). A soil mapping study by Wang et al. (2018b) in Northeast 510 

China, also found that the spatial distribution of the C:N ratio corresponded to the land use 511 

pattern, where the C:N ratio for the forest area was higher than for other land use types (e.g., 512 

grassland and cultivated land). The relatively low C:N ratio of farmland might be due to less 513 

carbon input in soil and a high organic carbon mineralization rate during cultivation, while forest 514 

land has an obvious SOC accumulation and a low SOC decomposition rate (Chen et al., 2016; 515 

Yimer et al., 2007). Ballabio et al. (2019) and Beguin et al. (2017) reported that vegetation 516 

distribution significantly affected the C:N ratio distribution, with higher values observed under 517 

coniferous trees in Europe and Canada, respectively. 518 
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5. Conclusions 519 

This work combined satellite sensors (L8, S2 and S3) with different spatial and temporal 520 

resolutions and three machine learning techniques to map the national distribution of SOC 521 

content and the C:N ratio in Switzerland at four spatial resolutions. Our conclusions can be 522 

summarized as follows: 523 

 Comparative analysis showed that better predictions of soil properties can be achieved 524 

through quantitative evaluation when selecting prediction models, satellite sensors and the 525 

modeling resolution.  526 

 Overall, the L8 and S2 sensors performed best and worst among satellite-based SOC models, 527 

respectively. These two sensors showed a better accuracy than S3 for C:N ratio mapping. 528 

However, the accuracy of the S3 sensor at a coarse resolution was either comparable or 529 

better. 530 

 The best predictions for SOC content (R
2
 = 0.470) and the C:N ratio (R

2
 = 0.404) were 531 

achieved by BRT models constructed by all available predictors at a resolution of 100 m. In 532 

these models, the addition of remote sensing variables improved the prediction accuracy of 533 

SOC content and the C:N ratio by about 29.1% and 58.4%, respectively (in terms of R
2
).  534 

 The high relative importance of remote sensing images in the BRT model suggests their 535 

powerful ability to model national scale SOC content and the C:N ratio. 536 

 The predicted maps of SOC content and the C:N ratio displayed significant spatial 537 

heterogeneity. In general, higher SOC concentrations were mainly concentrated in the Alps 538 

at high altitudes, while the C:N ratio shared a similar distribution pattern with land use and 539 

showed higher values for forest areas. 540 
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Table 1 929 

Different combinations of environmental variables used as inputs for SOC and the C:N ratio 930 

prediction. 931 

NO. Model Environmental variables 

1 Model I Landsat-8 predictors 

2 Model II Sentinel-2 predictors 

3 Model III Sentinel-3 predictors 

4 Model IV Climate + topography 

5 Model V All available predictors 

 932 

Table 2  933 

Descriptive statistics of SOC (g/kg) and the C:N ratio. 934 

 Minimum Maximum Mean Median Standard deviation (SD) Skewness 

SOC 8.90 151.50 43.93 37.45 27.65 1.57 

LnSOC  2.19 5.02 3.61 3.62 0.58 0.13 

C:N ratio 3.33 22.26 10.60 9.16 3.24 1.06 

LnC:N ratio 1.20 3.10 2.32 2.21 0.29 0.16 

Notes: LnSOC, log-transformed SOC; LnC:N ratio, log-transformed C:N ratio. 935 
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Table 3 946 

Performance results of RF, BRT and SVM in predicting SOC and the C:N ratio based on 947 

different combinations of environmental variables at different spatial resolutions. The most 948 

accurate results are shown in bold.  949 

Modeling technique Model  SOC    C:N ratio   

  MAE RMSE R
2
  MAE RMSE R

2
 

BRT Model I        

 20 m 0.398 0.497 0.266  0.179 0.238 0.353 

 100 m 0.379 0.468 0.363  0.182 0.241 0.330 

 400 m 0.411 0.498 0.279  0.213 0.264 0.198 

 800 m 0.425 0.526 0.226  0.225 0.270 0.142 

 Model II        

 20 m 0.416 0.525 0.201  0.187 0.245 0.297 

 100 m 0.417 0.515 0.209  0.180 0.240 0.328 

 400 m 0.429 0.531 0.184  0.217 0.268 0.154 

 800 m 0.448 0.558 0.154  0.227 0.276 0.119 

 Model III        

 20 m 0.407 0.510 0.243  0.212 0.263 0.203 

 100 m 0.402 0.510 0.243  0.211 0.261 0.197 

 400 m 0.405 0.503 0.263  0.219 0.268 0.160 

 800 m 0.413 0.512 0.253  0.210 0.264 0.208 

 Model IV        

 20 m 0.389 0.484 0.355  0.205 0.259 0.241 

 100 m 0.384 0.478 0.364  0.207 0.259 0.255 

 400 m 0.380 0.476 0.359  0.205 0.257 0.242 

 800 m 0.393 0.492 0.357  0.219 0.271 0.171 

 Model V        

 20 m 0.369 0.468 0.388  0.178 0.232 0.379 

 100 m 0.336 0.437 0.470  0.167 0.223 0.404 

 400 m 0.351 0.446 0.433  0.196 0.253 0.268 

 800 m 0.360 0.464 0.395  0.210 0.260 0.212 

RF Model I        

 20 m 0.401 0.502 0.252  0.185 0.252 0.279 

 100 m 0.394 0.482 0.343  0.187 0.246 0.300 

 400 m 0.434 0.518 0.219  0.220 0.276 0.154 

 800 m 0.425 0.531 0.197  0.233 0.283 0.100 

 Model II        

 20 m 0.435 0.547 0.138  0.190 0.250 0.264 

 100 m 0.415 0.513 0.234  0.180 0.244 0.309 

 400 m 0.446 0.549 0.154  0.227 0.284 0.117 

 800 m 0.453 0.564 0.121  0.229 0.278 0.111 

 Model III        

 20 m 0.411 0.517 0.232  0.217 0.274 0.159 

 100 m 0.403 0.510 0.244  0.209 0.264 0.188 

 400 m 0.420 0.516 0.231  0.229 0.281 0.105 

 800 m 0.424 0.525 0.203  0.211 0.265 0.195 

 Model IV        

 20 m 0.379 0.479 0.357  0.217 0.271 0.182 
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 100 m 0.379 0.476 0.352  0.211 0.274 0.191 

 400 m 0.377 0.476 0.352  0.210 0.264 0.196 

 800 m 0.392 0.488 0.353  0.224 0.284 0.131 

 Model V        

 20 m 0.361 0.461 0.379  0.173 0.230 0.375 

 100 m 0.342 0.443 0.431  0.166 0.223 0.397 

 400 m 0.352 0.448 0.428  0.197 0.253 0.261 

 800 m 0.365 0.465 0.398  0.207 0.259 0.234 

SVM Model I        

 20 m 0.388 0.488 0.285  0.174 0.235 0.363 

 100 m 0.383 0.478 0.337  0.175 0.236 0.359 

 400 m 0.399 0.494 0.280  0.199 0.263 0.215 

 800 m 0.418 0.517 0.231  0.220 0.275 0.164 

 Model II        

 20 m 0.410 0.519 0.213  0.179 0.241 0.315 

 100 m 0.404 0.505 0.253  0.174 0.238 0.334 

 400 m 0.433 0.537 0.171  0.201 0.265 0.202 

 800 m 0.435 0.550 0.167  0.227 0.283 0.116 

 Model III        

 20 m 0.406 0.516 0.236  0.198 0.257 0.247 

 100 m 0.406 0.516 0.232  0.200 0.259 0.241 

 400 m 0.405 0.509 0.256  0.209 0.271 0.185 

 800 m 0.408 0.507 0.290  0.200 0.268 0.239 

 Model IV        

 20 m 0.376 0.488 0.335  0.197 0.257 0.264 

 100 m 0.355 0.466 0.398  0.193 0.256 0.269 

 400 m 0.375 0.479 0.350  0.196 0.259 0.269 

 800 m 0.388 0.479 0.372  0.215 0.276 0.195 

 Model V        

 20 m 0.371 0.469 0.369  0.173 0.231 0.374 

 100 m 0.354 0.451 0.419  0.162 0.223 0.398 

 400 m 0.366 0.459 0.401  0.189 0.251 0.295 

 800 m 0.369 0.457 0.402  0.195 0.261 0.266 

Notes: Model I, Landsat-8 predictors; Model II, Sentinel-2 predictors; Model III, Sentinel-3 950 

predictors; Model IV, climate + topography; Model V, all available predictors. 951 
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Figure Legends 962 

Fig. 1. Soil sampling points superimposed on digital elevation model (a), Landsat-8 (b), 963 

Sentinel-3 (c) and Sentinel-2 (d) data in Switzerland. 964 

Fig. 2. Overview of the flowchart for SOC and the C:N ratio prediction in Switzerland. 965 

Fig. 3. Relative importance of the twenty most important environmental variables used for the 966 

C:N ratio and SOC prediction in Model V at a resolution of 100 m based on BRT and RF. Model 967 

V, all available predictors; TWI, SAGA wetness index; VD, valley depth; CS, catchment slope; 968 

VDCN, vertical distance to channel network; L8_1 to L8_7 correspond to band 1 to band 7 of 969 

Landsat-8 OLI data, respectively; S3_B1 to S3_B21 correspond to band 1 to band 21 of Sentinel-970 

3 OLCI data, respectively; S2_B2 to S2_B12 correspond to band 2 to band 12 of Sentinel-2 MSI 971 

data, respectively.  972 

Fig. 4. Mean SOC content and C:N ratio maps predicted by 100 runs of BRT in Model V at a 973 

resolution of 100 m and their corresponding standard deviation maps (Model V: all available 974 

predictors).  975 

Fig. 5. Maps of SOC predicted by BRT in Model V at different resolutions (Model V: all 976 

available predictors). 977 

Fig. 6. Maps of C:N ratio predicted by BRT in Model V at different resolutions (Model V: all 978 

available predictors). 979 
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