
This is the preprint version of the contribution published as: 
 

Klingler, S., Leven, C., Cirpka, O.A., Dietrich, P. (2020): 
Anomaly effect-driven optimization of direct-current geoelectric mapping 
surveys in large areas 
J. Appl. Geophys. 176 , art. 104002 

 

The publisher’s version is available at:  

http://dx.doi.org/10.1016/j.jappgeo.2020.104002 

https://www.ufz.de/index.php?de=20939&pub_id=22958
https://www.ufz.de/index.php?de=20939&pub_id=22958


 

 

 

 

Title: Anomaly effect-driven optimization of direct-current geoelectric mapping surveys in 

large areas 

Authors: 

Stefan Klingler (corresponding author) 

 University Tübingen 

  GUZ - Center for Geo- and Environmental Sciences, 

  Schnarrenbergstr. 94-96, 72076 Tübingen, Germany 

 stefan.klingler@uni-tuebingen.de 

 

Dr. Carsten Leven 

 University Tübingen 

  GUZ - Center for Geo- and Environmental Sciences, 

  Schnarrenbergstr. 94-96, 72076 Tübingen, Germany 

 carsten.leven-pfister@uni-tuebingen.de 

 

Prof. Dr.-Ing. Olaf A. Cirpka 

 University Tübingen 

  GUZ - Center for Geo- and Environmental Sciences, 

  Schnarrenbergstr. 94-96, 72076 Tübingen, Germany 

 olaf.cirpka@uni-tuebingen.de 

 

Prof. Dr. Peter Dietrich 

 University Tübingen 

  GUZ - Center for Geo- and Environmental Sciences, 

  Schnarrenbergstr. 94-96, 72076 Tübingen, Germany 

and 

 Helmholtz Centre for Environmental Research GmbH- UFZ, 

  Department of Monitoring and Exploration Technologies, 

  Permoserstraße 15, 04318 Leipzig, Germany  

 peter.dietrich@ufz 

 

 

 



 

 

Anomaly effect-driven optimization of direct-current geoelectric mapping 1 

surveys in large areas 2 

ABSTRACT 3 

In most hydrogeological, geotechnical, archaeological, and other geoscientific 4 

applications, we need to understand the lateral extent and connectivity of system-relevant 5 

subsurface features. Towards this end, direct-current electric resistivity tomography (ERT) 6 

with several 2-D profiles or 3-D grids provides a powerful tool for non-invasive resolution of 7 

electrical resistivity anomalies. On the downside, many hours of fieldwork to set up and break 8 

down long electrode profiles limit this method to study areas of few thousand square meters, 9 

as the workload multiplies with the number of profiles. In many projects, however, determining 10 

the extent and connectivity of subsurface anomalies and therefore their potential relevance to 11 

the system, may only require the target to be spatially traced instead of fully resolved. We 12 

therefore propose geoelectric mapping with a target-specific fixed electrode spacing as an 13 

efficient way to trace a resolved resistivity anomaly away from an initial ERT profile, which 14 

should be particularly valuable for large study areas. The target-specific electrode spacing is 15 

hereby determined by evaluating the effects of the targeted anomaly in the raw data of the 16 

preliminary ERT profile. We therefore introduce an anomaly effect applicable to measurements 17 

in environments with spatial trends in resistivity distribution. In synthetic simulations, we 18 

demonstrate that our approach can efficiently delineate lateral boundaries of resistivity 19 

anomalies in ERT data space and we visualize this in pseudosections of anomaly effects. We 20 

then apply this method to tracing a gravel-filled paleo-channel in the 8 km2 Ammer floodplain 21 

near Tübingen, Germany and determine a suitable electrode spacing for a subsequent mapping 22 

campaign from the ranges of anomaly effects. We traced the paleo-channel over several 23 

hundreds of meters away from an initial 550 m long ERT profile within 19 hours, the same 24 

time needed to set up, measure, and dismantle the single initial ERT profile. The evaluation of 25 

anomaly effects proves to be an efficient tool to detect resistivity anomalies in geoelectric data 26 
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and determine suitable electrode spacings for large-scale mapping campaigns. Once identified, 27 

anomalies and project-relevant subareas can be the target of more detailed investigations. 28 

KEYWORDS 29 

Geoelectric mapping; anomaly effect; anomaly detection; large-scale site characterization30 

1 INTRODUCTION 31 

In many geoscientific applications, a thorough identification of the spatial extent and 32 

connectivity of subsurface features is important. In hydrogeological studies, for example, we 33 

target subsurface units potentially relevant for the overall hydrogeological system behavior, 34 

such as the drainage of hillslopes, the connection between surface- and groundwater bodies, or 35 

the lateral continuity of preferential groundwater flow paths (Knudby and Carrera, 2005; 36 

Trinchero et al., 2008; Renard and Allard, 2013; Wienhöfer and Zehe, 2014; Gonzales Amaya 37 

et al., 2016; Uhlemann et al., 2017; Martin et al., 2019). In archaeological studies, the trace and 38 

extent of buried anthropogenic structures is relevant to determine their location and geometry 39 

as well as their relation and orientation to other structures (Tsokas et al., 2009; Sinha et al., 40 

2013; Moník et al., 2018; Akca et al., 2019; Hauquin and Mourey, 2019). Detecting and 41 

mapping these features and structures often represents a fundamental and early project goal 42 

and helps defining subareas of interest for more thorough and costly investigations. Especially 43 

in large study areas, the preliminary site characterization needs to be time-efficient and 44 

inexpensive, yet reliably precise.  45 

Towards this end, a common approach is to combine core drillings and direct-current 46 

(DC) geoelectrical surveys in preliminary investigations (Urish, 1983; Bentley and Gharibi, 47 

2004; Chambers et al., 2006; Sinha et al., 2013; Khaki et al., 2016). While core drillings provide 48 

a detailed vertical record of the lithology, they are restricted to point locations in the lateral 49 

directions. The interpolation of profiles between drilling locations is challenging if the relevant 50 

subsurface features have lateral extents smaller than the distance between the boreholes. 51 
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Provided that the features of interest show contrasts in electrical resistivity, geoelectric 52 

measurements provide spatially continuous data that can be used to fill in gaps between drilling 53 

locations and guide the location of new drillings. Commonly, electrical resistivity tomography 54 

(ERT) profiles and grids are measured and evaluated with a subsequent inversion of the data 55 

set. The inversion result provides a possible subsurface resistivity distribution with depth, 56 

lateral boundaries, and thicknesses of geoelectric anomalies. These anomalies may be caused 57 

by geological features, cavities, spatial changes in pore fluids, temperature, or moisture content, 58 

as well as anthropogenic structures such as archeological artifacts, tunnels, and bunkers.  59 

An anomaly detected in a single 2-D ERT inversion result is typically of relevance to an 60 

overall study if it extends perpendicular to the initial ERT profile. Therefore, several studies 61 

have used individual 2-D ERT profiles or 3-D grids and subsequent inversion to image the 62 

subsurface sedimentary structure (Gonzales Amaya et al., 2016; Martin et al., 2019), the extent 63 

of a contaminant plume (Bentley and Gharibi, 2004; Naudet et al., 2004; Maurya et al., 2017), 64 

or anthropogenic structures (Chambers et al., 2002; Domenico et al., 2006; Tsokas et al., 2009). 65 

In case that only individual 2-D profiles were measured, an anomaly may be interpreted in the 66 

2-D inversion results with subsequent interpolation of its boundaries between the profiles 67 

(Dahlin and Loke, 1997; Naudet et al., 2004; Tsokas et al., 2009). Alternatively, as well as for 68 

3-D grid measurements, a full 3-D inversion of the ERT measurements may be applied and 69 

interpreted (Chambers et al., 2002; Bentley and Gharibi, 2004; Domenico et al., 2006; Negri 70 

et al., 2008; Tsokas et al., 2009; Akca et al., 2019). Regardless of the inversion decision, 71 

however, data collection comes with intensive field work and long acquisition times. Even 72 

though focused arrays (e.g. Hennig et al., 2008) and multi-channel systems greatly reduce 73 

acquisition times, fieldwork continues to consume many hours to set up and later break down 74 

electrodes and cables. In our field example discussed below, 20 labor hours per profile were 75 

needed. In the characterization of larger study areas, the workload to set up, operate, and 76 
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dismantle a single ERT profile is multiplied by the number of parallel profiles. As a result, 3-77 

D ERT studies are typically restricted to areas not larger than a few thousand square meters. 78 

As an alternative to multiple full 2-D and 3-D ERT surveys, geoelectric mapping 79 

campaigns determine the apparent resistivity of the subsurface with a fixed electrode 80 

configuration along profiles (also known as horizontal profiling or constant separation 81 

traverses (CST)) or over 2-D areas. This method was commonly applied to detect and delineate 82 

contaminant plumes (Cartwright and McComas, 1968; Warner, 1969; Urish, 1983; Frohlich et 83 

al., 1994), sedimentary heterogeneities (Klefstad et al., 1977), and cavities (Worthington and 84 

Barker, 1977; Greenfield, 1979; Militzer et al., 1979) before multi-electrode equipment had 85 

become popular. Measurements are displayed as a profile or a map of apparent resistivities, 86 

and subareas with lateral changes may be targeted with more thorough investigations (Warner, 87 

1969; Kelly, 1976). Such geoelectric mapping with a fixed electrode configuration takes only 88 

a fraction of the time needed for the full 2-D ERT survey and especially the time needed to 89 

move the equipment from one profile to the next is highly reduced. Hundreds of  measurements 90 

per day can be taken by field personnel with four mobile electrodes or capacitively coupled 91 

towing equipment (Walker and Houser, 2002; Sørensen et al., 2005). With such an approach, 92 

an anomaly, once detected, can be traced over large study areas with little effort on acquisition 93 

and data evaluation. In addition, a mapping campaign can fill in information between existing, 94 

yet distant ERT profiles, vertical electrical soundings (VES), or boreholes to determine the 95 

lateral continuity and connectivity of detected features. 96 

The challenge of geoelectric mapping, however, is to find an electrode configuration that 97 

is sensitive to the parameter changes in the depth of a target anomaly. Hence, the depth of 98 

measurement sensitivity of an electrode configuration represents an important parameter for 99 

geoelectric mapping campaigns. Even though this “depth of measurement sensitivity” was 100 

originally named “depth of investigation” (Barker, 1989), this term is nowadays commonly 101 
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affiliated with depth resolvability of ERT inversions (Oldenburg and Li, 1999). Barker (1989) 102 

gives a short summary of studies defining the general depth of measurement sensitivity for 103 

different electrode arrays. Typical definitions are based on the assumption of a horizontally 104 

layered subsurface. Evjen (1938) defined the depth of measurement sensitivity as the depth 105 

with the greatest influence on the measurement (Roy and Apparao, 1971; Roy and Dhar, 1971; 106 

Bhattacharya and Sen, 1981). Edwards (1977), in contrast, defined the depth of measurement 107 

sensitivity as the depth at which half the signal originates from the volume above and half from 108 

below. Both approaches allow practitioners to choose an appropriate electrode spacing in 109 

spatial mapping or profiling campaigns according to a specific target depth. The above-110 

mentioned definitions may be used as a rule of thumb, but the electrode configuration 111 

applicable to map targeted subsurface features needs to be defined specifically at each site, as 112 

the depth of measurement sensitivity strongly depends on the subsurface distribution of 113 

electrical resistivity. In contaminant hydrogeological studies, Urish (1983) and Frohlich et al. 114 

(1994) therefore first determined a target aquifer layer from a 1-D inversion result of initial 115 

vertical electrical soundings. In a second step, the authors compared synthetic vertical 116 

soundings with different target layer resistivities to determine the electrode spacing with 117 

greatest changes in measured apparent resistivity. This electrode spacing was then used for 118 

horizontal profiling in the field to identify the lateral extent of a contaminant plume within the 119 

aquifer layer. This approach determines suitable electrode spacings from a preliminary and site 120 

specific data set, yet assumes the preliminary vertical soundings to resemble a background 121 

resistivity distribution not affected by the contaminant plume. In many studies, however, we 122 

might not know locations with a representative background resistivity distribution for 123 

preliminary soundings. In addition, this method introduces uncertainty and bias through the 124 

inversion and interpretation of the initial vertical soundings. Our present study, by contrast, 125 
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aims to determine suitable mapping electrode configurations directly from raw data to avoid 126 

any unnecessary uncertainty on the lateral anomaly extent. 127 

In this paper, we present an approach to detect geoelectric anomalies in a preliminary 128 

ERT data set, determine a site-specific mapping configuration, and trace the spatial extent of a 129 

target anomaly over large areas. We first summarize the problems of detectability of resistivity 130 

anomalies and review the concept of anomaly effects. We then present an updated anomaly 131 

effect for a background resistivity with spatial trends and apply it to anomaly detection and 132 

lateral delineation in ERT data space. Finally, we apply this method to two synthetic scenarios 133 

as well as a field example from a floodplain in southwestern Germany. Here, we successfully 134 

determined a suitable electrode spacing from a preliminary ERT data set and mapped a target 135 

anomaly over more than 600,000 m² within hours. 136 

2 BACKGROUND ON DETECTABILITY AND ANOMALY EFFECT 137 

2.1 Detectability of resistivity anomalies 138 

We define a resistivity anomaly as a spatially restricted geometric body in the subsurface 139 

with geoelectric properties contrasting the surrounding material. The detectability of a 140 

resistivity anomaly strongly depends on the anomaly geometry, its resistivity contrast to the 141 

surrounding material, as well as the chosen electrode configuration. In recent years, the 142 

detectability of an anomaly was often interpreted as the resolvability of the anomaly in the 143 

inversion result. Many studies therefore evaluated the sensitivity matrix or the model resolution 144 

matrix to compare different electrode configurations and the resolution of subsurface 145 

geometries (Stummer et al., 2004; Day-Lewis, 2005; Wilkinson et al., 2006; Loke et al., 2010; 146 

Christiansen and Auken, 2012; Uhlemann et al., 2018). A good resolution is achieved if the 147 

true geometry and parameter distribution of the anomaly is reproduced in the inversion result. 148 

An inversion, however, introduces a bias by the underlying inversion method and 149 

regularization parameters. In contrast to the resolution of a resistivity anomaly, detectability 150 
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analysis solely focuses on the perturbation of measurements due to a resistivity anomaly. A 151 

detectability analysis unbiased by data post-processing may therefore only be possible 152 

considering the raw data. 153 

In raw data pseudosections, smaller resistivity anomalies may not perturb the 154 

measurements enough to be visually distinguishable from the influence of a heterogeneous 155 

background resistivity distribution. In Figure 1, we demonstrate this problem by simulating 156 

geoelectric measurements across a synthetic heterogeneous subsurface model using the open-157 

source python libraries of pyGIMLi and pyBERT (Rücker et al., 2006; Rücker et al., 2017). 158 

The heterogeneous model represents a horizontally layered subsurface with four layers of 10, 159 

50, 80, and 500 Ωm, respectively (Figure 1a). The four-layered model was inspired by the 160 

conceptual geologic understanding of our field site, discussed below. In addition, we created a 161 

second model containing a 30 m wide rectangular resistivity anomaly of 1000 Ωm. This 162 

anomaly is located between 9 and 15 m depth and could represent a fluvial channel of higher 163 

resistive sediments (e.g., gravel, sand). We simulated measurements of a 500 m long Wenner-164 

α ERT profile with an electrode spacing of 1 m centered about the anomaly. 165 

The pseudosections in Figure 1b and c show the simulated measurements for the model 166 

without and with the anomaly, respectively. The apparent resistivity ranges in both cases 167 

between 10 and 235 Ωm. The two pseudosections are almost identical with a strong increase 168 

in apparent resistivity with pseudodepth. In this study, the term “pseudodepth” only identifies 169 

the common electrode spacing of measurements plotted on the same level in the pseudosection 170 

and does not infer any true depth allocation. An influence from the higher resistive feature can 171 

only be inferred from the slightly higher apparent resistivity values in the center. Thus, we can 172 

neither determine the presence, nor the lateral extent of the anomaly from the raw data. 173 
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Figure 1: a) Subsurface model used to simulate Wenner-α measurements (a = 1 m) which are displayed 

in pseudosections for an underlying model b) without an anomaly and c) with a rectangular anomaly 

of higher resistivity. Ranges of apparent resistivities and qualitative appearance are similar.  

1 column with color 

2.2 The anomaly effect 174 

Only few studies focused on the detectability analysis based on raw data from geoelectric 175 

profile measurements (van Nostrand, 1953; Militzer et al., 1979; Apparao et al., 1992; Szalai 176 

et al., 2011; Amini and Ramazi, 2016; Demirel et al., 2018). Early numerical and laboratory 177 

studies (van Nostrand, 1953; Carpenter, 1955; Apparao et al., 1992) introduced a resistivity 178 

anomaly into a homogeneous half-space and quantified the resulting measurement deviation 179 

by  180 
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𝐴𝐸 =  
𝜌𝑎

𝜌1
    (1), 181 

in which 𝐴𝐸 is known as anomaly effect, 𝜌𝑎 denotes the measured apparent resistivity value of 182 

a single measurement and 𝜌1 is the known resistivity of the homogeneous background, 183 

respectively. Militzer et al. (1979) defined the maximum spread of this criterion over a set of 184 

measurements as the anomaly effect, which we will address as the “range of anomaly effects” 185 

(𝑅𝐴𝐸) in the following: 186 

𝑅𝐴𝐸 =  max (
𝜌𝑎

𝜌1
) − min (

𝜌𝑎

𝜌1
)  (2). 187 

The anomaly effect was used in various studies using different terminology: The 188 

“normalized apparent resistivity” used to identify deviations in vertical electrical sounding 189 

measurements due to terrain effects is identical with the anomaly effect (Sahbi et al., 1997). 190 

Also, the “apparent resistivity anomaly” used to investigate the sensitivity of geoelectric 191 

measurements to fracture geometry and overburden is a scaled simplification of the anomaly 192 

effect (Demirel et al., 2018). These authors also define an “anomaly magnitude” that is 193 

equivalent to the range of anomaly effects.  194 

While the anomaly effect is assigned to each single measurement, the range of anomaly 195 

effects is evaluated over a certain subset or the full data set. It was previously used to determine 196 

the effectiveness of resistivity measurements (Apparao et al., 1992; Dahlin and Zhou, 2004; 197 

Aizebeokhai and Olayinka, 2011; Szalai et al., 2011). This effectiveness is used to compare 198 

different arrays and their sensitivity to an anomaly in the subsurface (Dahlin and Zhou, 2004). 199 

In studies focusing on the “depth of detectability”, the depth of an anomaly is iteratively 200 

increased to identify at which depth the range of anomaly effects is smaller than a previously 201 

defined error threshold (Szalai et al., 2011). A range of anomaly effects of 10 % serves as a 202 

common threshold of detectability (van Nostrand, 1953; Militzer et al., 1979). Measurements 203 

with lower anomaly effects are potentially suppressed under conditions with strong noise 204 
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contamination. Hence, anomalies are not detected in data sets with an overall range of anomaly 205 

effects below this threshold.  206 

To our knowledge, only the very few studies cited above considered the anomaly effect 207 

as means to evaluate geoelectric raw data. These studies solely focused on the anomaly effect 208 

of simple geometries in a homogeneous half-space. Under the condition of a background 209 

resistivity with spatial trends (e.g., layering with potentially variable layer thickness), however, 210 

the anomaly detection would be inaccurate when taking a homogeneous half-space as 211 

reference, as effects caused by the trend in the background will erroneously be attributed to a 212 

specific anomaly. Synthetic studies accounting for a spatially variable background normalized 213 

the measurements of apparent resistivity perturbed by an anomaly with unperturbed 214 

measurements across the same spatially variable background resistivity (Dahlin and Zhou, 215 

2004; Demirel et al., 2018). This, however, only works in synthetic studies, in which the 216 

measurements can be simulated with and without the presence of the anomaly. In real-world 217 

applications, the subsurface resistivity distribution is likely to show larger spatial variations 218 

which dominate the measured apparent resistivity. The challenge thus lies in isolating the effect 219 

of an anomaly with contrasting geoelectric properties, indicating a subsurface feature of 220 

interest, from the effects of the large-scale trends. 221 

Amini and Ramazi (2016) defined a “residual resistivity” to isolate the effect of a 222 

resistivity anomaly from a background resistivity distribution and successfully improved 223 

inversion results. However, this method uses only a single representative vertical profile to 224 

determine a background distribution for the entire dataset and therefore the calculated residual 225 

resistivities are biased in case of lateral trends in the background resistivity. To overcome this 226 

problem, the lateral variability within a pseudodepth must be considered in the calculation of 227 

the background resistivity. 228 
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3 ISOLATING THE ANOMALY EFFECT FROM LATERAL TRENDS IN THE 229 

BACKGROUND RESISTIVITY 230 

The anomaly effect quantifies the influence of a specific feature with contrasting 231 

resistivity on the geoelectric measurements. Its application to realistic data is only possible if 232 

the normalization considers lateral variations of the background resistivity distribution. Hence, 233 

we consider a vertical sounding curve, as suggested by Amini and Ramazi (2016), as 234 

inapplicable for this evaluation. 235 

In this study, we present a method to calculate an anomaly effect in domains with 236 

spatially varying resistivity distributions. We first define an anomaly effect normalized to a 237 

measurement-specific background apparent resistivity. This background apparent resistivity 238 

accounts for lateral and vertical trends. In synthetic simulations, we show suitable methods to 239 

calculate the background apparent resistivity from an ERT data set. Finally, we demonstrate 240 

the efficient lateral delineation of anomalies in field data. Here, we use the range of anomaly 241 

effects to determine the suitable electrode configuration for a subsequent geoelectric mapping. 242 

Rather than comparing the apparent resistivity 𝜌𝑎(𝑖) of a specific measurement i to an 243 

assumed homogeneous reference resistivity 𝜌1, we relate it to an individual background 244 

apparent resistivity 𝜌𝑏𝑔(𝑖), leading to an updated definition of the anomaly effect: 245 

𝐴𝐸 =
𝜌𝑎(𝑖)

𝜌𝑏𝑔(𝑖)
    (3) 246 

with a corresponding range of anomaly effects when considering all locally defined anomaly 247 

effects for the same pseudodepth in a profile. 248 

This background apparent resistivity 𝜌𝑏𝑔(𝑖) is calculated for each pseudodepth 249 

individually by taking the median over a certain subset or the full data of the geoelectric profile 250 

in this pseudodepth. By this, the background apparent resistivity value has the same electrode 251 

configuration factor as the measurement, provided that the topography is flat so that the 252 
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measurement is not biased by terrain effects. Our definition of the anomaly effect hence yields 253 

relative differences within one pseudodepth that can be compared with other pseudodepths. 254 

We present the method for Wenner-α arrays only, but have also successfully applied it to 255 

synthetic Schlumberger-array simulations. Both arrays are robust standard configurations 256 

available as pre-sets in most geoelectric acquisition equipment. Therefore, both can easily be 257 

used to measure an initial representative ERT profile, as well as for the subsequent mapping 258 

with four single electrodes. Especially the Wenner-α configuration stands out with low 259 

configuration factors and low sensitivity to noise and errors (Dahlin and Zhou, 2004). In 260 

addition, the large number of measurements with the same configuration factor provides a solid 261 

median background apparent resistivity value during the calculation of the anomaly effect. 262 

Other configurations, such as dipole-dipole, might be faster in data acquisition with multi-263 

channel equipment, but are more prone to measurement noise and errors (Zhou and Dahlin, 264 

2003). These configurations also lack the solid median background apparent resistivity for the 265 

calculation of anomaly effects, since less measurements share the same configuration factor. 266 

In the following, we present two methods to determine the background apparent 267 

resistivity 𝜌𝑏𝑔(𝑖) for a given pseudodepth from an ERT data set either using the full data set of 268 

one pseudodepth or a subsection thereof. Figure 2 shows a profile of apparent resistivities for 269 

one pseudodepth, extracted from a full Wenner-α ERT survey. The exemplary data set shows 270 

an overall trend of increasing apparent resistivity values from left to right. Higher apparent 271 

values were measured in the center of the profile. Between measurement 50 and 100, a local 272 

maximum deviates from the shape of the overall curve. Depending on whether this local 273 

maximum or the larger-scale hump is addressed as the anomaly, we suggest two approaches of 274 

constructing the background apparent resistivity 𝜌𝑏𝑔(𝑖): 275 
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Figure 2: Graphical explanation of two methods to determine a median background apparent 

resistivity for individual geoelectric measurements. The calculation only considers values in the outer 

window and excludes those covered by the inner window. The outer window either extends over a) the 

entire pseudodepth data (“full pseudodepth”), or b) a subsection of it (“double window”). Prior to 

calculations, the data may be detrended. 

1.5 column with color 

a.) Determining the background apparent resistivity from the full profile at a given 276 

pseudodepth 277 

In this approach, we consider the full-length profile of the measured apparent resistivity 278 

in a specific pseudodepth. The individual measurement 𝜌𝑎(𝑖) and a certain number of directly 279 

neighboring data points are excluded by an inner window to avoid influence of directly 280 

neighboring outliers. The width of the inner window is hence data-specific and depends on e.g. 281 

the data noise (i.e. higher data noise requires a wider inner window width). With the remaining 282 

data, we calculate the background apparent resistivity value by taking the median. For 283 

illustration, see the top bars in Figure 2. This approach leads to a slightly varying background 284 

value because for each assessment point a different window of excluded data is applied. 285 



Anomaly effect-driven optimization of dc mapping 

15 
 

However, the difference is small because the median is taken from almost all data at each point. 286 

This method is recommended for study areas with only minor expected lateral trends besides 287 

the anomaly to be detected. 288 

b.) Determining the background apparent resistivity by double windowing 289 

In study areas with expected strong lateral trends in electrical resistivity, the approach 290 

mentioned above would identify these trends as the anomaly. To prevent this, we suggest 291 

calculating a local median background apparent resistivity by restricting the analysis to data 292 

defined by an outer window (and still excluding the data of the inner window). For illustration, 293 

see the bars in the inlet of Figure 2. The inner window size needs to be scaled according to the 294 

expected width of the anomaly, to obtain optimal results by effectively suppressing larger 295 

background variations along the profile. Both windows are moved along the profile, centered 296 

about the location of the measured apparent resistivity 𝜌𝑎(𝑖). The measurements on both ends 297 

of the profile cannot be used for calculations of the anomaly effect, since no sufficient number 298 

of neighbors supports a calculation of the background apparent resistivity. This results in a loss 299 

of information of half the outer window size on each side of the profile. 300 

In both methods, we can detrend the data in the outer window prior to the calculation of 301 

the anomaly effect. A number of measurements on both ends of the profile is used to determine 302 

a linear trend in the data. Details on detrending used in our application are given in Section 3.2. 303 

Figure 3 illustrates the approach for calculating the background apparent resistivity for a 304 

scenario with a higher-resistive feature in a laterally homogeneous, layered subsurface, and 305 

Figure 4 in a domain where the layer thickness changes laterally. Both scenario models are 306 

derived from Figure 1 and consist of four layers with resistivities of 10, 50, 80, and 500 Ωm. 307 

The target feature is represented by a 30 m wide rectangular resistivity anomaly of 1000 Ωm. 308 

In each scenario we simulated measurements of a 500 m long Wenner-α ERT profile with an 309 

electrode spacing of 𝑎 =  1 m centered about the anomaly. The calculated anomaly effects 310 
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deviate from unity in both negative and positive directions for measured values varying from 311 

their individual background apparent resistivity. The results are plotted in pseudosections of 312 

anomaly effects to a maximum electrode spacing of 50 𝑎. 313 

3.1 Scenario 1 – Single anomaly in a laterally homogeneous subsurface 314 

 

Figure 3: a) Subsurface model, b) resulting pseudosection from synthetic simulations (a = 1 m) 

comparable to Figure 1, and c) pseudosection of anomaly effects. Electrode spacings > 50 a are faded 

in b) and not shown in c) since perturbation is negligible for larger electrode spacings. The anomaly 

effect for each individual measurement is isolated from the influence of the background heterogeneity. 

The lateral extent of the higher resistive anomaly is obvious.  

1 column with color 

The first scenario demonstrates the general detectability of an anomaly by calculating the 315 

anomaly effects. The resistivity anomaly is six meters thick and located nine meters below the 316 
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surface (Figure 3a). The simulated apparent resistivity measurements are plotted in a 317 

pseudosection and show a gradual increase in apparent resistivity with depth (Figure 3b). No 318 

horizontal variation can directly be detected from this, since the downward increase overprints 319 

any potential disturbance caused by the resistivity anomaly. We used the median apparent 320 

resistivity over the full profile for each pseudodepth to normalize the measured apparent 321 

resistivities. The resulting pseudosection of anomaly effects shows high values in the center 322 

for electrode spacings of ≈ 17a, while artifacts spread outside when considering larger 323 

electrode spacings (Figure 3c). Small electrode spacings show no anomaly effect (𝐴𝐸 = 1) 324 

over the entire profile. Likewise, measurements in areas to the sides of the anomaly also yield 325 

no anomaly effect, which is visualized by the yellow color. These measurements were not 326 

perturbed by the deep, central anomaly. Higher anomaly effects are restricted to the center of 327 

the pseudosection and shown by warmer colors. The width of the anomaly is slightly 328 

overestimated in this pseudosection but can be delineated towards the sides by strong contrasts.  329 

A minimum and maximum anomaly effect of 0.972 and 1.110, respectively, results in a range 330 

of anomaly effects of 0.137. The positive deviation of 11% from the median background 331 

apparent resistivity is hereby larger than the minimum deviation of 10% suggested in earlier 332 

studies (van Nostrand, 1953; Militzer et al., 1979) and therefore demonstrates a detectability 333 

of the feature even for high measurement errors.  334 
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3.2 Scenario 2 – Single anomaly in a subsurface with lateral trend 335 

 

Figure 4: a) Subsurface model and b) resulting pseudosection from synthetic simulations (a = 1 m). 

Electrode spacings > 50 a are faded in b) and not shown in c), d), and e), since perturbation is negligible 

for larger electrode spacings. The resulting anomaly effects depend on the method to calculate the 

background apparent resistivity: c) over the entire pseudodepth, d) over the entire pseudodepth with 

previous detrending of the data, and e) using the double window approach with an inner window larger 

than the expected anomaly.  

2 columns with color 

Figure 4a shows a schematic diagram of the second scenario, in which we changed the 336 

depth of the anomaly and considered a lateral change of the third layer: The lower layer 337 

boundary shows a steep incline over 60 m in the center of the profile and continues horizontally 338 

towards the sides of the model. The highly resistive rectangle is located between three and 339 

seven meters depth. Like in scenario 1, the simulated measurements show an increase in 340 

apparent resistivity with increasing electrode spacing (Figure 4b). In addition, however, we can 341 

observe an increase in the apparent resistivity towards the right for large electrode spacings. 342 

This trend is caused by the lateral change in layer thickness. Figure 4c shows the anomaly 343 

effect using the full length of the pseudodepth profile as reference. The anomaly can be 344 
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identified by the highest anomaly effects in the center. Like in scenario 1, the shallowest 345 

pseudodepth shows no anomaly effect (𝐴𝐸 = 1). For larger electrode spacings, and thus larger 346 

pseudodepths, the left side is dominated by anomaly effects of 𝐴𝐸 < 1, while the right side 347 

shows anomaly effects of 𝐴𝐸 ≥ 1. The changing layer thickness leads to a pattern of anomaly 348 

effects for electrode spacings > 10 a. Higher apparent resistivities on the right side increase the 349 

overall median background apparent resistivity. Consequently, the calculated anomaly effects 350 

on the left side are smaller than unity, whereas for electrode spacings larger than 30 a, the 351 

anomaly effects on the right-hand side are significantly larger than unity. Nonetheless, the 352 

anomaly can be detected, even though with a slightly overestimated width. To improve this 353 

result, we detrended the data prior to the calculation of the anomaly effects. We determined the 354 

trend with a linear interpolation between the average values of the outermost 10 % of data 355 

points on each end of the profile. Subsequently, we removed the trend from the apparent 356 

resistivities for the entire profile at each pseudodepth and calculated the anomaly effects from 357 

the detrended data (Figure 4d). The anomaly effects on both sides of the central anomaly are 358 

damped as the general trend caused by the change in layer thickness is removed. While this 359 

method is better in locating the anomaly, it still contains artifacts, and the width of the anomaly 360 

is slightly overestimated. 361 

The overall lateral trend in apparent resistivity is visible in the pseudosection of raw 362 

measurements shown in Figure 4b. Obviously, the background apparent resistivity for a given 363 

pseudodepth is not constant over the entire profile. By applying the double-window method in 364 

the calculation of the local background apparent resistivity at a given point, we obtained a better 365 

focused anomaly effect (Figure 4e). The width of the outer and inner window is defined based 366 

on the expected anomaly width. For field data, this requires a general understanding of 367 

expectable features. For this synthetic scenario with known anomaly width, however,  we 368 

defined a 71 electrodes wide outer window over which the moving median of apparent 369 
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resistivity was calculated. The inner window was set to 41 electrodes to span wider than the 370 

width of the anomaly and hence to avoid strong influences from variations close to the central 371 

measurement 𝜌𝑎(𝑖). The measurements solely included in the outer window were linearly 372 

detrended before we calculated the local background apparent resistivity. This way we isolated 373 

the anomaly effect of the rectangular feature from the effects caused by the trend of the layer 374 

thickness. We could also determine the width of the anomaly quite well. Artifacts towards the 375 

sides and diagonally towards larger electrode spacings do not lower the detectability of the 376 

feature, but rather help to delineate the geometry boundary. A loss of data on each side needs 377 

to be accepted due to the width of the outer window.  378 

3.3 Comparison and discussion of synthetic scenarios 379 

The synthetic scenarios demonstrate the usefulness of the anomaly effect in detecting 380 

subsurface features under consideration of lateral trends in the background resistivity 381 

distribution. We can detect and display the anomaly in a pseudosection of anomaly effects. 382 

Therein, we identify areas of relative homogeneity by laterally constant anomaly effects of ≈1. 383 

Areas with strong anomaly effects show similar lateral extents as the features introduced in the 384 

initial subsurface model. No prior knowledge on the subsurface resistivity distribution is 385 

needed. However, a basic understanding of the potential subsurface architecture is helpful to 386 

choose a suitable method to determine the background resistivity value. In addition, the 387 

window sizes need to be defined in the double-window method so that the inner window is 388 

larger than the expected size of the feature to be detected. In general, the calculation over the 389 

full length of the profile for a given pseudodepth is suitable for any single anomaly in an 390 

otherwise laterally relatively homogeneous subsurface. As demonstrated in scenario 2, the 391 

double-window approach suppresses strong background trends and allows a precise detection 392 

of anomaly boundaries even in laterally variable cases. Overall the proposed anomaly effect 393 

shows great potential in the lateral delineation of anomalies. However, the pseudosection 394 
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should still be viewed with caution, as any interpretation on vertical extents and parameter 395 

values is inaccurate, comparable to the information in regular pseudosections of raw data. A 396 

more probable depth allocation and parameter distribution can only be achieved by inversion 397 

of the ERT data. If a full ERT survey, including multiple electrode spacings, has already been 398 

obtained, inversion would be the most appropriate way of analyzing the data. As we will show 399 

in the following, however, the anomaly detection by directly analyzing the apparent resistivities 400 

can guide setting up a geoelectric mapping campaign with fixed electrode spacing, which can 401 

be performed much quicker than a full 3-D ERT survey. 402 

4 EVALUATION OF ANOMALY EFFECTS IN FIELD DATA 403 

We applied the evaluation of anomaly effects to a hydrogeological site-characterization 404 

study in the 8 km2 Ammer floodplain close to Tübingen in Southwest Germany. Figure 5a 405 

shows the conceptual geological model as a vertical cross-section. We have identified four 406 

main sedimentary layers above the mudstone bedrock of the Upper Triassic Grabfeld-407 

Formation in three drilling cores, namely from bottom to top: a clayey gravel layer on top of 408 

the bedrock, overlain by clay, calcareous sands, and alluvial fines. We observed the layer 409 

boundaries at similar depths over a distance of 400 m, indicating a predominantly horizontal 410 

layering. However, lithological features serving as relevant groundwater flow paths may be 411 

missed by the large spacing between the cores. For this, we measured an ERT profile along the 412 

core transect to detect potentially relevant features. In the following, we first compare a 413 

standard 2-D inversion of the ERT measurements to the evaluation of anomaly effects 414 

discussed above, to see whether our simplified approach is suitable to detect anomalies in the 415 

Ammer floodplain ERT measurements. More importantly, we determine a suitable electrode 416 

spacing from the ranges of anomaly effects to map the detected anomaly away from the ERT 417 

profile to determine the spatial extent and connectivity of the anomaly.  418 
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Figure 5: a) Horizontally layered conceptual geological model of the Ammer valley derived from three 

sediment cores. b) Manually cleaned Wenner-α data from a 550 m ERT profile with a = 1.5 m leading 

to c) an inversion result showing a higher resistive anomaly between 250 and 380 m in a depth of 10 - 

30 m. d) The anomaly extent is also visible in the pseudosection of anomaly effects, calculated in a 

fraction of the time of the inversion.  

1.5 column with color 

4.1 Ammer floodplain ERT profile 419 

We measured a 550 m long Wenner-α ERT profile with a RESECS acquisition system 420 

perpendicular to the main direction of the valley in order to validate the assumed horizontal 421 
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layering and detect potential subsurface anomalies. For an estimated depth of investigation of 422 

0.11 ∗ 𝐴𝐵̅̅ ̅̅ ≈ 30 𝑚, we chose an electrode spacing of 𝑎 =  1.5 𝑚 and a maximum spacing of 423 

70 𝑎 (Roy and Apparao, 1971). Fieldwork consisted of 12 labor hours for setup, 12 hours of 424 

data acquisition, and 8 labor hours for dismantling.  425 

We removed 2 measurements with more than 10% error as well as 369 individual outliers 426 

by manual picking before further data processing. The resulting data set (17,934 427 

measurements), visualized as a pseudosection in Figure 5b, shows relatively low values with 428 

an overall trend of increasing apparent resistivity with pseudodepth. A lateral inhomogeneity 429 

of relatively higher apparent resistivity can be inferred at ≈ 300 m along the profile, where no 430 

core information is available. We evaluated the data set by a standard ERT inversion using the 431 

software package pyBERT (Günther et al., 2006), shown in Figure 5c. We also computed 432 

anomaly effects for each data point according to the procedure outlined above and display the 433 

results in Figure 5d.  434 

The inversion of the data set was performed with a homogeneous starting model to a 435 

maximum depth of 50 m. A maximum cell size of 1 m² led to an unstructured inversion mesh 436 

with 57,074 cells. We used the standard L2-Norm regularization with a smoothing factor of 437 

λ = 20 and a relative vertical weight of 0.7. The 2-D inversion took 15 h 40 min on a standard 438 

desktop computer. The resulting tomogram shows the general horizontal layering in the upper 439 

10 m, which was in agreement with our prior knowledge of the site (Figure 5c). We ignored 440 

the higher-resistive region in the shallow zone left of core 1 and defined our target area between 441 

the cores 1 and 2. Here, a higher resistive anomaly is located between 250 and 380 m in the 442 

otherwise homogeneous bottom layer of highest resistivity. It is difficult to infer the thickness 443 

of the anomaly in the tomogram as the bottom contact is rather smooth. 444 

The calculation of anomaly effects with a background apparent resistivity determined 445 

from the full, yet detrended data for each pseudodepth took 7.6 seconds. The resulting 446 
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pseudosection of anomaly effects, displayed in Figure 5d, shows a region of strong positive 447 

anomaly effects between 250 and 380 m. Its lateral extent matches the extent of the anomaly 448 

visible in the inversion result, yet no interpretation of the true shape of the anomaly is possible. 449 

This example demonstrates the enormous time saving in detecting anomalies and their 450 

lateral boundaries from an ERT data set. The inversion result may be interpreted in terms of 451 

resistivity values and depth allocation. However, the inevitable equivalence problem and 452 

smoothed anomaly boundaries require a final ground truthing for certainty. We can detect and 453 

delineate the anomaly similarly well based on the anomaly effects. Like in the interpretation of 454 

inversion results, a ground truthing is necessary to identify the type of anomaly and its true 455 

geometry.  456 

Consequently, we drilled an additional core into the higher resistive anomaly to evaluate 457 

its relevance to the hydrogeology of the Ammer floodplain. From this core we could identify a 458 

thicker and cleaner gravel section with a five-meter deeper bedrock contact. We therefore 459 

interpreted the higher resistive anomaly as gravel filled paleo-channel incised into the 460 

mudstone bedrock and potentially functioning as a preferential flow path. The hydrogeological 461 

relevance of such a preferential flow path depends on its spatial extent and lateral continuity 462 

within the floodplain. It is therefore necessary to trace the gravel channel over large distances 463 

up- and downvalley from the ERT profile. 464 

4.2 Spatial mapping with a fixed electrode spacing 465 

Besides the time-efficiency, a main advantage of evaluating anomaly effects from the 466 

apparent resistivities is that it allows identifying pseudodepths and thus electrode spacings with 467 

a large range of anomaly effects. These electrode spacings are best suited for a geoelectric 468 

mapping campaign to delineate the spatial extent of the detected anomaly over many parallel 469 

investigation lines. The optimal spacings are site specific and account for the true subsurface 470 
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parameter distribution, while the classical depth of measurement sensitivity estimates are based 471 

on the assumption of a horizontally layered subsurface.  472 

We smoothed the anomaly effects for each pseudodepth with a Gaussian window of two 473 

standard deviations to suppress outliers. The resulting ranges of anomaly effects (𝑅𝐴𝐸) are 474 

displayed in Figure 6a over the associated electrode spacings. The observed range of anomaly 475 

effects is the greatest for electrode spacings between 10 and 25 a, with a maximum at 15 a. We 476 

selected the corresponding electrode spacing of 22.5 m for a geoelectric mapping campaign to 477 

laterally trace the positive anomaly of the gravel-filled paleo-channel. The fieldwork included 478 

four people measuring the apparent resistivity at 738 locations along 10 profiles within 19 479 

hours. The profile locations were limited to farm tracks and untilled agricultural fields, as well 480 

as by the floodplain boundary in the southwestern part of the study area. Along this boundary, 481 

the flat floodplain southwards transitions into gently sloping hillslopes mapped as bedrock in 482 

the regional geological map. We removed data with a measurement error >3 % and smoothed 483 

the remaining values using a moving average filter over 10 measurements along each profile 484 

to dampen outliers and represent the general trend. In general, the apparent resistivity values 485 

are comparable to those measured with the same electrode spacings in the ERT profile. Figure 486 

6b shows an overview map of the floodplain study area with red and blue rectangles 487 

representing higher and lower apparent resistivities, respectively. Relatively higher apparent 488 

resistivities stretch in an approximately 150 m wide meandering belt from West to East, while 489 

measurements in the northern and southeastern part of the mapped area are relatively lower. 490 

Along the southwestern boundary of the floodplain we could not delineate the southern margin 491 

of the meandering belt as highest values of apparent resistivities allow no delineation 492 

comparable to other areas. 493 
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Figure 6: a) Range of anomaly effects per pseudodepth over the electrode spacing (a = 1.5 m) from the 

Ammer ERT data. Pseudodepths of 10-25 a show highest ranges of anomaly effects (maximum at 15 

a), and are hence most suited for the subsequent lateral mapping with a fixed electrode spacing. b) 

Result of a mapping campaign with an electrode spacing of 15 a (22.5 m), indicating a meandering 

belt of higher resistivities in east-west direction. 

1.5 column with color 

We interpret the higher-resistive belt east of the bike path drawn solid as the lateral extent 494 

of the paleo-channel detected in the ERT data (Figure 6b). We also assume a continuous trace 495 
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of the paleo-channel west of the bike path indicated by the grey dashed line. However, we 496 

interpret the lack of a southern delineation and the highest apparent resistivities in the area 497 

close to the southern floodplain boundary as evidence for the influence of other, higher resistive 498 

subsurface features such as a shallower bedrock. We therefore suggest an additional ERT 499 

profile along the bike path for ground truthing of the assumptions derived from the mapping 500 

results. Nevertheless, we could trace the higher resistive paleo-channel detected in the ERT 501 

data over at least 750 m within 19 hours, roughly the same amount of time as required to set 502 

up, measure, and break down the initial ERT profile. 503 

4.3 Advantages of anomaly effects in field application 504 

The lateral extent of the higher-resistive anomaly is similar in the inversion result and 505 

the pseudosection of anomaly effects (Figure 5c and d), but the inversion yields more reliable 506 

information on a probable resistivity distribution in the subsurface. It therefore serves as a 507 

reference for the potential depth, thickness and parameter distribution of the resistivity anomaly 508 

at the profile location. However, the pseudosection of anomaly effects can be used to determine 509 

suitable electrode spacings for a subsequent spatial mapping of the anomaly at places different 510 

from the initial ERT profile. One or several electrode spacings with a large range of anomaly 511 

effects may be used for a targeted mapping campaign covering 100,000s of m2 without the 512 

need of another ERT profile. In the Ammer floodplain, we mapped an area of more than 513 

600,000 m² within 19 hours, traced the target anomaly over at least 750 m and defined a suitable 514 

location for an additional ERT profile. Capacitive geoelectric mapping or pulled array 515 

continuous electrical profiling tools could greatly increase the mapping speed and therefore the 516 

efficiency of the preliminary site characterization. 517 

5 CONCLUSIONS 518 

Geoelectric mapping is an efficient method to trace the lateral extent of a resistivity 519 

anomaly over large areas. We use our evaluation of anomaly effects to detect an anomaly in 520 
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data space of a preliminary ERT profile and determine a site-specific electrode configuration 521 

for a subsequent spatial mapping. We have presented two approaches to calculate the 522 

background apparent resistivity at each location, by either analyzing the full profile of ERT 523 

data within the same pseudodepth, or a subset thereof centered about the investigation point. 524 

The latter approach is suitable to separate effects of lateral trends in the background apparent 525 

resistivity from those of the targeted anomaly. The pseudosection of anomaly effects then 526 

visualizes the lateral extents of the anomaly, which may be confirmed by a full inversion of the 527 

data. 528 

More importantly, we can determine the range of anomaly effects for each pseudodepth. 529 

Electrode spacings with high ranges of anomaly effects are sensitive to lateral resistivity 530 

changes in the subsurface and independent of standard depth of measurement sensitivity 531 

estimates. The range of anomaly effects therefore serves as a site-specific measure for suitable 532 

configurations for geoelectric mapping with constant electrode spacing. We tested this method 533 

at our floodplain field site in Southwest Germany. Ranges of anomaly effects from a 534 

preliminary Wenner-α ERT data set helped identifying an optimal electrode spacing for 535 

subsequent mapping. With the latter, we could trace an interpreted paleo-channel resistivity 536 

anomaly away from a preliminary ERT profile. The map of measured apparent resistivities 537 

hereby reveals a meandering course of the channel structure throughout the floodplain and 538 

helps guiding future investigations and well installations. The initial ERT profile required 20 539 

labor hours of field work and 12 hours of data acquisition, whereas a mapping profile of similar 540 

length was measured within 4 labor hours. In fact, the mapping campaign covered an area of 541 

more than 600,000 m2 in the time required to set up, measure, and break down the initial ERT 542 

profile. This time advantage scales with the area of investigation and the required separation 543 

of survey lines. 544 
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The proposed method does not replace a careful inversion of available full ERT data sets. 545 

In fact, the target feature is determined from the inversion result of a preliminary full ERT 546 

dataset. The evaluation of ranges of anomaly effects rather serves as a tool to determine suitable 547 

electrode spacings for a site-specific, targeted mapping campaign. Once detected, an anomaly 548 

can be laterally traced over large, flat areas to help guide subsequent more thorough 549 

investigations. Time savings compared to parallel full 2-D ERT profiles hereby apply to 550 

fieldwork and data acquisition (single representative profile and mapping vs. several full 551 

profiles), as well as data evaluation (seconds of anomaly effect calculation vs. hours of 552 

inversion). 553 
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