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Abstract

Karstification is considered as one of the most common reasons for inter-

basin groundwater flow (IGF). IGF in some karst areas could be significant

such that it must be accounted for in hydrologic modelling. In this study, the

Soil and Water Assessment Tool (SWAT) was modified to explicitly account

for IGF in karst areas. The modified model uses two conceptual models

to simulate hydrologic processes in karst and non-karst regions. The modi-

fied model was applied in the karst-dominated region in the southwest Harz

Mountains, Germany. Multisite streamflow data and satellite-derived ac-

tual evapotranspiration (ETa) were used for model calibration. Results show

that (1) the modified model can be satisfactorily calibrated and validated

for streamflow and ETa (2) the model performance for ETa and streamflow

at some gauging stations are highly correlated, and (3) the use of satellite-

derived ETa does not affect the model performance.
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1. Introduction11

The term “karst” refers to a region with distinct landscape features (e.g.,12

sinking streams, sinkholes, and springs) and underground features (e.g., un-13

derground conduits and caves). In some karst regions, the karst landscape14

features could be absent or subtle, but their aquifers could be heavily kars-15

tified (Ford and Williams, 2007). Karst aquifers are developed as a result16

of dissolution of karstifiable rocks (e.g., limestone, dolomite, gypsum, and17

rock salt), the so-called karstification (Ford and Williams, 2007; Bögli, 1980;18

Howard, 1963). Karst aquifers account for about 10% to 15% of the con-19

tinental area and karst groundwater is one of the sources of drinking water20

for approximately a quarter of the world’s population (Ford and Williams,21

2007). However, karst groundwater is particularly vulnerable to contamina-22

tion due to their distinct hydrogeologic characteristics (Goldscheider, 2005;23

Doerfliger et al., 1999; Drew and Hötzl, 1999). Therefore, understanding24

the hydrogeologic characteristics of karst aquifers plays an important role in25

water resources management in karst regions.26

Hydrogeologic characteristics of karst aquifers are different from other27

aquifers (Bakalowicz, 2005). Karst aquifers often exhibit a duality of recharge,28

infiltration, porosity, flow and storage (Goldscheider and Drew, 2007; White,29

2002; Gun, 1986). Karst aquifers also show a high degree of spatial hetero-30

geneity in hydraulic properties (Bonacci et al., 2006). Especially, the surface31

drainage basin in karst aquifers usually do not coincide with the groundwa-32

ter basin (Spangler, 2001; Dar et al., 2014). Karstification is considered as33

one of the most common causes of interbasin groundwater flow (IGF) (Le34

Moine et al., 2007). Water recharged to karst aquifers could flow through35
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an underground conduit system spanning over several basins and emerge at36

springs located at distant sites (e.g., Anderson et al., 2006; Belcher et al.,37

2006; Le Moine et al., 2008). It should be noted that IGF could also occur in38

porous aquifer in form of regional groundwater flow (Tóth, 1963; Nguyen and39

Dietrich, 2018; Danapour et al., 2019), however, in this study we focus on40

IGF in karst areas. The term IGF in this study could be also understood as41

regional groundwater flow across surface topographic divides. IGF in karst42

areas could significantly alter the water budget of a basin (e.g., Anderson et43

al., 2006; Le Moine et al., 2008). Considering the aforementioned facts, IGF44

in karst areas should be accounted for in hydrological modeling, especially in45

the context of transboundary or interbasin groundwater management.46

Various models have been used to simulate IGF in karst aquifers with47

varying model complexity, ranging from physically based distributed to con-48

ceptual lumped models. Physically based distributed models simulate ground-49

water flow based on hydraulic head gradient, therefore, groundwater could50

flow across topographic divide units, which are normally considered as iso-51

lated groundwater units in surface hydrology. Conceptual models can sim-52

ulate IGF by allowing the simulation (or routing) of groundwater flow be-53

tween topographical basins. Some models of these types are the Modu-54

lar Three-Dimensional Finite-Difference Ground-Water Flow Model (MOD-55

FLOW, Scanlon et al, 2003), the modified WetSpa model (Liu et al., 2005),56

the modified Soil and Water Assessment Tool (SWAT, Arnold et al., 1998;57

Nerantzaki et al., 2015; Malagó et al., 2016; Palanisamy and Workman, 2014),58

modèle du Génie Rural 4 paramètres Journalier (GR4J, Perrin and Michel,59

2003; Le Moine et al., 2007, 2008), the tank model (Anaya and Wanakule,60
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1993), and the multi-cell aquifer model (Rozos and Koutsoyiannis, 2006; Bar-61

rett and Charbeneau, 1997). SWAT is one of the most widely-used models62

to simulate the effect of land use, agricultural management practices and63

climate change on water and chemical yields in non-karst areas (Arnold et64

al., 2005; Gassman et al., 2007; Krysanova and White, 2007; Molina-Navarro65

et al., 2017). Therefore, the modified SWAT versions which account for IGF66

in karst areas could potentially help to explore these effects in karst regions.67

The aforementioned modified SWAT models, the so-called KarstSWAT68

(Palanisamy and Workman, 2014) and KSWAT (Nerantzaki et al., 2015;69

Malagó et al., 2016), simulate IGF in karst regions. The KarstSWAT model70

was specifically developed for watersheds dominated by sinkholes and springflow,71

which is mainly fed by the water from sinkholes (Palanisamy and Workman,72

2014). The KSWAT model combines the adapted SWAT model (Fig. 3,73

Malagó et al., 2016) and the karst-flow model (Nikolaidis et al., 2013). The74

adapted SWAT model assumes that all water entering the soil profile is karst75

groundwater recharge (Fig. 3, Malagó et al., 2016). However, part of the in-76

filtrated water could contribute to the streamflow as lateral flow and baseflow77

if the underlying aquifer of a subbasin is not entirely a karst aquifer (e.g.,78

Palanisamy and Workman, 2014). The adapted SWAT model does not differ-79

entiate between concentrated recharge and diffuse recharge. The karst-flow80

model is the two-linear-storage reservoir model, which receives the recharge81

simulated from the adapted SWAT model (or from the original SWAT model,82

Nikolaidis et al., 2013) and routes it to spring. Outflows from the two reser-83

voirs of the karst-flow model represent flow from wide conduits and narrow84

fractures (Kourgialas et al., 2010; Malagó et al., 2016). Because of the lumped85
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feature of deep recharge from the adapted SWAT model, the KSWAT model86

does not explicitly differentiate between (1) the diffuse recharge and con-87

centrated recharge, (2) between matrix storage and conduit storage. This88

is important because these recharges and storages are different in term of89

travel time and storage. In addition to the aforementioned disadvantages,90

the recharge area of the karst aquifer in the KarstSWAT and KSWAT models91

follows the subbasin delineation of SWAT.92

In addition to the model development, parameter identification in karst93

regions is also subject to higher uncertainty compared to other regions (Bren-94

ner et al., 2018; Hartmann et al., 2017, 2013). This is because the karst95

aquifer is highly heterogeneous and the upper flux (actual evapotranspiration,96

ETa) and the lower flux (karst groundwater recharge) are usually unknown.97

In order to develop a robust model and to minimize the parameter uncer-98

tainty, especially in karst regions, multi-variable calibration is suggested. ETa99

is one of the main components of the hydrologic cycle. About 60% of the100

annual precipitation on the global land surface returns to the atmosphere as101

evapotranspiration (Jung et al., 2010; Oki and Kanae, 2006). Considering102

the aforementioned facts, observed ETa should be used for calibrating the103

model. However, a direct observation of ETa is very scarce.104

In non-karst areas, many studies have used satellite-derived ETa for model105

calibration (e.g., Rajib et al., 2018; Franco and Bonumá, 2017; Vervoort et106

al., 2014; Rientjes et al., 2013; Droogers et al., 2010; Zhang et al., 2009;107

Muthuwatta et al., 2009; Immerzeel and Droogers, 2008). In these studies,108

satellite-derived ETa was either used as an independent calibration data set109

or as input data. Results showed that the model performance for streamflow110

6



could decrease when constraining model calibration with satellite-derived111

ETa as an additional variable (Vervoort et al., 2014). However, the above-112

mentioned studies showed that using satellite-derived ETa in combination113

with observed streamflow for calibrating a hydrologic model could (1) better114

reproduce the catchment’s water balance, (2) reduce the parameter uncer-115

tainty, (3) increase the model robustness, and (4) detect the structural model116

issues. In karst areas, the use of satellite-derived ETa as an additional cali-117

bration variable has not been given enough attention.118

In this study, we developed a conceptual model which is able to (1) simu-119

late surface and subsurface flows in both karst and non-karst areas, (2) apply120

for a region where the karst aquifer boundaries do not coincide with the121

surface subbasin boundaries, and (3) represent different recharges (diffuse122

recharge and concentrated recharge) and storages (matrix storage and con-123

duit storage) in karst areas. The proposed concept was implemented into the124

SWAT model. The modified SWAT model was tested in the karst-dominated125

area in Lower Saxony, Germany. The effects of using satellite-derived ETa126

for model calibration on the model performance was examined in detail. The127

Moderate Resolution Imaging Spectroradiometer (MOD16 ETa, Mu et al.,128

2013) was used for the model calibration.129

2. Methodology130

2.1. The original SWAT model131

In SWAT, a basin can be divided into subbasins, which are further divided132

into Hydrologic Response Units (HRUs). HRUs are created by lumping all133

areas having the same combination of land use, soil type and slope within134
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a subbasin. The HRU concept is computationally efficient while incorporat-135

ing the aforementioned landscape properties. SWAT simulates two phases136

of the hydrologic cycle, the land phase and the routing phase. The land137

phase includes HRU-related processes such as surface processes (e.g., evap-138

otranspiration, surface runoff, vegetation-related processes) and subsurface139

processes (e.g., percolation, lateral flow, groundwater recharge, return flow)140

(Fig. 1A). The routing phase includes stream-related processes (e.g., flood141

routing, nutrient transport) and reservoir routing. In SWAT, groundwater142

recharge is partitioned into shallow and deep aquifer recharge. Recharge into143

the shallow aquifer ultimately returns to stream as baseflow while recharge144

into the deep aquifer is considered as a loss. SWAT is not capable of simu-145

lating groundwater flow between HRUs (or subbasins) due to the non-spatial146

characteristic of the HRU concept. A more detailed description of the SWAT147

model is given by Neitsch et al. (2011).148

2.2. The modified SWAT model for IGF149

In this section, after a summary of the general hydrogeologic characteris-150

tics of karst areas, the modified SWAT for karst areas is presented. The mod-151

ified SWAT model for modeling IGF, hereafter referred to as the SWAT IGF152

model, is comprised of two conceptual models. The original conceptual model153

of SWAT is applied for non-karst areas (Fig. 1A) while modified conceptual154

model of SWAT is applied for karst areas (Fig. 1B). The two conceptual155

models were combined into a single program, resulting in a single executable156

file. An aquifer classification map is used as an additional criterion for the157

delineation of HRUs (Fig. 3C). This aquifer classification map contains in-158

formation about the aquifer type and the extended recharge area of each159
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spring. Then, the SWAT IGF will assign the appropriate conceptual model160

for the karst and non-karst HRUs automatically (Fig. 3C) and recharge from161

the extended karst area will be routed to the corresponding spring. The162

user needs to assign the amount of recharge to each spring (in case multiple163

springs are fed by the same recharge area).164

Recharge into the karst aquifer could either be classified as (1) autogenic165

or allogenic recharge or (2) concentrated or diffuse recharge (Gun, 1986; Tay-166

lor and Greene, 2008; Ford and Williams, 2007). Autogenic recharge orig-167

inates from precipitation falling on the karst areas while allogenic recharge168

originates from runoff on non-karst areas. Concentrated recharge can oc-169

cur via sinkholes, losing streams, closed depressions, and well-developed fis-170

sures. Diffuse recharge is areal recharge through the unsaturated soil zone.171

Recharge into the karst aquifer is often drained by a well-developed solution-172

conduit system and discharged via one or several springs. Flow in the conduit173

is often fast and turbulent while flow in the rock matrix is slow and lami-174

nar (White, 2002; Hartmann et al., 2014). However, the majority of karst175

groundwater is stored in the rock matrix. Due to the fast flow and small176

storage of the conduit system compared to that of the rock matrix, the re-177

sponse of discharge to recharge from the conduit system is often faster than178

that from the matrix storage.179

In this study, the SWAT IGF is proposed for the cases where (1) the180

recharge area and discharge points (springs) are located in different sub-181

basins and (2) the discharge points are located in one subbasin. Further182

modifications could be done for other cases. A two-reservoir model is pro-183

posed to represent the duality of and storage and discharge of the karst184
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area (Fig. 1B). The first reservoir, hereinafter referred to as the matrix185

storage reservoir, represents groundwater storage in the rock matrix. The186

matrix storage reservoir receives diffuse recharge from the overlaying zone.187

The second reservoir, hereinafter referred to as the conduit storage reservoir,188

represents groundwater storage in the conduit system. The conduit storage189

reservoir receives (1) concentrated recharge from closed depressions, infiltra-190

tion losses from streams, fractures and dolines and (2) diffuse discharge from191

the matrix storage reservoir. It should be noted that there could be flow192

from the conduit storage reservoir to the matrix reservoir (e.g., Screaton et193

al, 2004), however, it is not explicitly considered in this study. We consider194

flow from the matrix to the conduit as net flow, which already takes into195

account flow from the conduit to the rock matrix.196

Diffuse recharge from the bottom of the soil profile to the matrix storage197

reservoir on day i, taking into account the delay time in the unsaturated198

zone, is calculated using the exponential decay weighting function (Venetis,199

1969; Sangrey et al, 1984):200

wrd,i = (1 − e−1/δgw) · β · wseep,i + e−1/δgw · wrd,i−1 (1)

where wrd,i and wrd,i−1 (mm H2O) is the amount of diffuse recharge to the201

matrix reservoir on day i and i− 1, respectively, δgw (days) is the delay time202

for infiltrated water to reach the matrix storage reservoir, β (-) is the recharge203

separation factor, ranging from 0 to 1, wseep (mm H2O) is the total amount204

of water exiting the bottom of the soil profile on day i.205

Outflow from the matrix storage reservoir is simulated using the linear206

storage-discharge relationship (e.g., Nikolaidis et al., 2013; Neitsch et al.,207
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2011):208

Qmatrix,i = e−αmatrix·∆t ·Qmatrix,i−1+(1−e−αmatrix·∆t)·
nhrus∑
j=1

wrd,i,j ·aj ·10−3 (2)

where Qmatrix,i and Qmatrix,i−1 (m3 H2O) are the outflows from the matrix209

storage reservoirs on day i and i − 1, respectively, αmatrix (1/day) is the210

recession constant of the matrix storage reservoir, respectively, ∆t is the time211

step (∆t = 1 day), wrd,i,j (mm H2O) and aj (m2) are the diffuse recharge212

and area of the hydrologic response unit j, respectively, 10−3 is the unit213

conversion factor (from mm H2O to m H2O), nhrus is the number of HRUs214

in the recharge area.215

Concentrated recharge from closed depressions, fractures, and sinkholes216

to the conduit storage reservoir on day i, wrc,i (mm H2O), is calculated as217

follows:218

wrc,i = (1 − β) · wseep,i (3)

The total amount of recharge to the conduit storage reservoir on day i,219

Wrconduit,i (m3 H2O), is expressed as follows:220

Wrconduit,i =
nhrus∑
j=1

wrc,i,j · aj · 10−3 + rttlci +Qmatrix,i (4)

where rttlci (m3 H2O) is the mount of recharge from losing streams on day221

i. Outflow from the conduit storage reservoir is simulated using the linear222

storage-discharge relationship:223

Qconduit,i = e−αconduit·∆t ·Qconduit,i−1 + (1 − e−αconduit·∆t) ·Wrconduit,i (5)
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where Qconduit,i and Qconduit,i−1 (m3 H2O) are outflows from the conduit stor-224

age reservoir on day i and i− 1, respectively, αconduit (1/day) is the recession225

constant of the conduit storage reservoir.226

The total runoff of a basin where the springs are located, Qriver,i (m3
227

H2O), is calculated as follows:228

Qriver,i = Qconduit,i +Qdirect,i (6)

where Qdirect,i (m3 H2O) is the direct runoff (the sum of surface runoff and229

lateral flow) from the basin where the spring is located.230

It should be noted that the conduit and matrix reservoirs proposed in this231

study correspond to the upper and lower reservoirs of the karst-flow model232

(Nikolaidis et al., 2013), respectively. The conduit and the matrix reservoirs233

are arranged in series while the upper and lower reservoirs are arranged in234

parallel. The lower reservoir receives recharge from the upper reservoir while235

the conduit receives recharge from the matrix reservoir. Springflow in the236

karst-flow model is directly fed by the upper and lower reservoirs while it is237

only directly fed by the conduit reservoir in the SWAT IGF model. Outflows238

from both reservoirs in both models are simulated using a linear storage-239

discharge relationship.240

3. Case Study241

3.1. Study area and data242

The study area is located in the southwest Harz Mountains (non-karst243

area) and the southern Harz rim (karst-dominated area) in Northern Ger-244

many with a drainage basin of about 384 km2 (Fig. 2). The study area245
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has two outlets located at the Rhume spring and Lindau gauging stations.246

The study area receives inflow from the Odertalsperre reservoir. The Digital247

Elevation Model (DEM) obtained from the Niedersächsische Landesbetrieb248

für Wasserwirtschaft, Küsten- und Naturschutz (NLWKN) shows that the249

elevation of the study area varies from 142 m to 929 m above mean sea level250

(a.m.s.l). Land use/land cover (LULC) map was taken from the Copernicus251

Land Monitoring Service. The soil map (BÜK 200) and soil profile data252

were obtained from the Bundesanstalt für Geowissenschaften und Rohstoffe253

(BGR) (Fig. 3). Initial soil hydraulic conductivity and soil available water254

content were derived by using the pedotransfer functions/tables (Wessolek et255

al., 2009). The dominant land use/land cover classes are forest and agricul-256

tural, accounting for about 55% and 31% of the study area, respectively. The257

most dominant soil type in the southwest Harz Mountains is spodic Cam-258

bisols from acid igneous and metamorphic rocks, covering 46% of the study259

area. In the southern Harz rim, most of the soils were developed from gypsum260

with low water-holding capacity (Schnug et al, 2004). Observed groundwater261

level data at three wells located within and nearby the Pöhlder Becken were262

collected from the NLWKN (Fig. 2).263

Daily weather data (precipitation, wind speed, temperature, solar radia-264

tion, and relative humidity) from 1997-2010 were obtained from Deutscher265

Wetterdienst (DWD). Weather data from observed stations were interpo-266

lated for all subbasins using the inverse distance weighing (IDW) method.267

The study area has an average annual precipitation of 1242 mm/yr with268

high spatial variability. The annual precipitation is up to 1619 mm/yr in269

the southwest Harz Mountains, whereas that in the southern Harz rim is 862270
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mm/year. Temperature in the study area decreases with an increase in eleva-271

tion. Daily observed streamflow and reservoir outflow were obtained from the272

NLWKN and the Harzwasserwerke (HWW). The MOD16 ETa at 8-day time273

step and 1 km2 spatial resolution was downloaded using the MODISTools274

(Tuck et al., 2014).275

3.2. Geology276

The study area consists of two distinct geologic areas, the southwest Harz277

Mountains and the southern Harz rim (Grimmelmann, 1992). The Harz278

Mountains were part of the European Variscan fold belt formed by the colli-279

sion of Africa, Baltica, Laurentia and other microplates in the early Paleozoic280

Era (Tait et al., 1997; Haggett, 2002). The Harz Mountains were later eroded281

and a large part of it was inundated by the Zechstein Sea (Haggett, 2002;282

Koster, 2005). Under hot and dry climatic conditions of the late Permian283

period, a large amount of evaporites was formed in the inundated area af-284

ter several evaporation cycles (Taylor, 1998; Schnug et al, 2004; Kramm and285

Wedepohl, 1991; Böttcher, 1999; Tucker, 1991).286

After other geologic processes, the underlying geology of the southern287

Harz Mountains nowadays mainly consists of Palaeozoic greywacke, shale,288

and conglomerate (Fig. 4) while in the southern Harz rim, the Permian289

Zechstein (dolomite, gypsum, anhydrite) was exposed to the surface and290

subjected to the karstification process (Voigt et al., 2008; Schnug et al, 2004;291

Böttcher, 1999; Paul and Vladi, 2001). There is a 2- to 6-km-wide strip292

of exposed Permian Zechstein in the southern Harz rim with various karst293

features such as sinking streams, sink holes, caves, and springs (Liersch,294

1987). The karst area in this region is subjected to a continuous karstification295
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process. About 7092 tons of sulphur bound to gypsum are washed from this296

karst-dominated area each year (Schnug and Haneklaus, 1998; Herrmann,297

1969). Gelogical cross-sections in the area show that the Permian Zechstein298

rocks are exposed to the surface near the southern Harz rim and overlaid299

by non-karstifiable rocks in the south. At the Oder and Sieber rivers, it300

was overlaid by a Quaternary fluvial deposit layer originated from the Harz301

Mountains (Fig. 4). Detailed geologic maps and geologic cross-sections of the302

study area can be found in Herrmann (1969), Grimmelmann (1992), Liersch303

(1987), Voigt et al. (2008), and NIBIS R©Kartenserver (http://nibis.lbeg.304

de/cardomap3/?TH=647).305

3.3. Hydrogeology306

The main Rhume spring outlet is located in a NW-SE trending fault,307

where flow in the underground conduit of the Zechstein deposits is blocked308

by a low permeability Lower Buntsandstein stratum (Herrmann, 1969; LaM-309

oreaux and Tanner, 2001). Besides the main outlet with a diameter of about310

20 m, there are about 360 small outlets located nearby (Herrmann, 1969).311

They altogether release an average discharge of about 2.2 m3/s via a small312

stream with a minimum of 1.5 m3/s during low flow periods. This indicates313

that there could be a relatively big subsurface matrix storage in the area314

compared to the Rhume spring subbasin. The sum of discharge from the315

main Rhume spring outlet and its neighboring outlets is hereafter referred316

to as the Rhume spring discharge. Many studies have been conducted to317

explain the origin of the water from the Rhume spring discharge since early318

20th century.319
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Thürnau (1913) conducted tracer tests with Uranine and found that the320

infiltrated tracers from the area in the southern Harz rim, which were later321

known as the Pöhlder Becken, reappears at the Rhume spring (Fig. 2).322

Thürnau (1913) was also able to determine the main losing streams (Fig. 4)323

in the Pöhlder Becken as well as the travel time of tracers from the infiltration324

points to the Rhume spring. Haase et al. (1970) analyzed the water balance325

in the study area and found that there are significant infiltration losses in326

the Sieber and Oder rivers. In 1981, another tracer tests with about 12327

kg of Uranine were carried out at sinkholes near Herzberg (Liersch, 1987).328

The injected tracers were detected at the Rhume spring about 78 hours329

after the injection and were almost undetectable after 25 days. From this330

experiment, a flow path of about 7500 m and a horizontal groundwater flow331

velocity of over 100 m/h were estimated (LaMoreaux and Tanner, 2001).332

A three-reservoir storage model was proposed to explain the breakthrough333

curve of tracer concentration at the Rhume spring (Liersch, 1987). Rienäcker334

(1987) found that the time-lag between peak discharges of the Sieber (at335

Hattorf gauging station), of the Oder (at Scharzfeld gauging station) and336

the Rhume spring varies between 24 to 72 hours, depending on the existing337

groundwater reservoir storage level. Results from various geophysical and338

tracer experiments showed that infiltrated water from the Pöhlder Becken,339

hereinafter referred to as the recharge area of the Rhume spring (Fig. 2),340

and transmission losses of the rivers located in this area are the main sources341

of the Rhume spring discharge (Goldmann, 1986; Liersch, 1987).342

The recharge area of the Rhume spring receives allogenic recharge from343

upstream subbasins via a connected river network in the area. In addition, it344
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also receives groundwater inflow from southwest Harz Mountains. However,345

the estimated amount is negligible, < 0.03 m3/s (Grimmelmann, 1992). The346

estimated contribution of flow from the Rhume basin (with an area of 8 km2)347

is about 4% of the Rhume spring discharge. About 96% of the Rhume spring348

discharge is from IGF, of which about 60% originates from the infiltration loss349

of the Oder and Sieber rivers (Goldmann, 1986; Liersch, 1987; LaMoreaux350

and Tanner, 2001). Therefore, the original SWAT IGF should be used instead351

of the original SWAT to explain 96% of the flow volume at the Rhume spring.352

4. Model setup, calibration and validation353

4.1. Model setup354

The study area was divided into 26 subbasins and 1094 HRUs based on355

LULC, soil, DEM and aquifer map (Fig. 3). The thresholds for defining356

HRUs were set to zero to include all of the basin landscape. The SWAT IGF357

model uses the conceptual model presented in Fig. 1A for the southwest Harz358

Mountains and the conceptual model presented in Fig. 1B for the southern359

Harz rim (Fig. 3C). Infiltration losses (wseep) and river transmission losses360

(rttlc) from the karst area located outside the recharge area of the Rhume361

spring were considered as losses from the hydrologic system. The model was362

set to run for the period of 14 years (from 1997 to 2010) with 3 years of warm-363

up (1997-1999), 6 years of calibration (2000-2005), and 5 years of validation364

(2006-2010) at a daily time step. In order to have a comparable result with365

MOD16 ETa, the Penman-Monteith method (Monteith, 1965; Allen, 1986;366

Allen et al., 1989) (which was used for deriving MOD16 ETa) was used for367

calculating evapotranspiration in SWAT IGF.368
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4.2. Calibration and validation strategy369

In this study, the Sequential Uncertainty Fitting (SUFI-2) in the SWAT-370

Calibration and Uncertainty Programs (SWAT-CUP) was used for param-371

eter sensitivity, model calibration, validation and uncertainty analysis (Ab-372

baspour, 2013; Abbaspour et al, 2007, 2004). The selected parameters and373

their initial ranges (Tab. 2) were chosen based on local expertise and lit-374

erature review (Arnold et al., 2012; White and Chaubey, 2005; Lam et al.,375

2012; Maier and Dietrich, 2016; Uniyal et al., 2017; Nguyen and Dietrich,376

2018; Rajib et al., 2018). Global sensitivity analysis was used to identify377

the important influencing factors and to reduce the number of parameters378

for model calibration. SUFI-2 uses multiple regression and t-test to identify379

the relative sensitivity of each parameter. Within this approach, a higher380

absolute value of t-stat and a smaller p-value indicate a higher sensitivity of381

the parameter (Abbaspour et al, 2018).382

Several multi-criteria objective functions were proposed and tested. The383

following form of the multi-criteria objective function was found to be ap-384

propriate for this study:385

OF = max
(w1 ·

∑5
i=1NSEQi

+ w2 ·NSEQLindau
+ w3 ·NSEQRhumespring

+ w4 ·NSEETa
5 · w1 + w2 + w3 + w4

)
(7)

whereOF is the multi-criteria objective function, NSEQi
is the Nash-Sutcliffe386

efficiency (Eq. 8, Nash and Sutcliffe, 1970) for streamflow at five streamgaug-387

ing stations inside the catchment (Hattorf, Scharzfeld, Herzberg, Kupferhütte,388

and Pionierbrücke), NSEQLindau
, NSEQRhumespring

and NSEETa are the NSE389

for streamflow at the catchment outlets (Rhume spring and Lindau gauging390

18



stations) and the NSE for ETa, respectively, w is the weight. For sensitiv-391

ity analysis, the weights in the objective function were assigned as follows:392

w1 = 1, w2 = 5, w3 = 5, w4 = 5. Therefore, the model performances for393

streamflow at the Lindau, Rhume spring, five aforementioned gauging sta-394

tions inside the catchment, and for ET are considered equally important in395

the objective function.396

Three calibrations scenarios were carried out with an increase in the num-397

ber of calibrated variables from calibration scenarios S1 to S3 (Tab. 1). If a398

variable is not calibrated, its corresponding weight in the objective function399

is set to zero (Tab. 1). The objective of these calibration scenarios is to ex-400

amine the effects of using multi-site streamflow and MOD16 ETa for model401

calibration on the model performance. For model calibration, 1000 param-402

eter sets were generated using Latin hybercube sampling. These parameter403

sets were used for all three calibration scenarios.404

Although only the NSE was considered in the objective function, the405

Kling-Gupta efficiency (KGE, Gupta et al., 2009) and percent bias (PBIAS)406

was also calculated for the best simulation as follows:407

NSE = 1 −
∑n

i=1(xobsi − xsimi )2∑n
i=1(xobsi − x̄obs)2

(8)

KGE = 1 −
√

(r − 1)2 + (α− 1)2 + (β − 1)2 (9)

PBIAS(%) = 100 ·
∑n

i=1(xobsi − xsimi )∑n
i=1 x

obs
i

(10)

where xobsi and xsimi are the observed and simulated values, respectively, at408

time step i, x̄obs is the mean of observed values, n is the number of simulated409
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values, r is the linear regression coefficient between observed and simulated410

values, α (β) is the ratio of standard deviation (mean) of observed over411

standard deviation (mean) of simulated values.412

In SUFI-2, parameter uncertainty, which is represented as a uniform dis-413

tribution, integrates all types of uncertainties (e.g., uncertainty in input data,414

model concept, model parameter, and measured variables). All of these un-415

certainties ultimately propagate into the model output uncertainty, which416

is expressed by the 95% prediction uncertainty band (95PPU). The p-factor417

(the percentage of measured data bracketed by the 95PPU band) and r-factor418

(the average thickness of the 95PPU band divided by the standard deviation419

of the measured data) are used to characterize the 95PPU band (Abbaspour420

et al, 2018).421

5. Results and discussion422

5.1. Sensitivity analysis and best calibrated parameter set423

Tab. 2 shows the results of global sensitivity analysis for 21 model pa-424

rameters. Parameter sensitivity ranking was based on the values of t-stat425

and p-value. It is seen that CN2 is the most sensitive parameter. This in-426

dicates that streamflow, karst groundwater recharge, and evapotranspiration427

are strongly affected by the surface runoff generation process. The parame-428

ter CH K2 (riverbed hydraulic conductivity) is listed among the most sensi-429

tive parameters. This is because river transmission losses in the karst area430

could infiltrate into the conduit network and formulate interbasin groundwa-431

ter flow, ultimately affect the catchment water balance. The high sensitivity432
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ranking of ESCO is because this parameter controls the amount of evapora-433

tion from the soil.434

It is seen that the parameter which controls the amount of deep ground-435

water recharge (RCHRG DP) was found insignificant. This is because this436

parameter only exists in the conceptual model for the non-karst area. The437

non-karst area in this case is the Harz Mountains with high topographic gra-438

dient. In this area, the runoff coefficient is expected to be high, therefore,439

the amount of deep groundwater recharge is expected to be minor compared440

to surface runoff. The newly introduced parameters for the karst area (β,441

αconduit, αmatrix) are not identified as sensitive parameters. This could be442

due to the fact that these parameters only affect the Rhume spring dis-443

charge, which plays a minor role in the objective function (Eq. 7 and Tab.444

1). However, one-at-time sensitivity analysis shows that these parameters445

significantly affect the dynamic of the simulated Rhume spring hydrograph446

and they should be taken into account for a successful model calibration.447

Based on the result of sensitivity analyses and the process-based evalu-448

ation as aforementioned, the seven most sensitive parameters and the three449

parameters of the karst model were selected for model calibration. The best450

parameter values obtained from automatic calibration were shown in Tab. 2.451
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5.2. The role of using MOD16 ETa and multi-site streamflow data and for452

model calibration453

Calibration results show that the calibration scenarios S2 and S3 have the454

same best parameter values (Tab. 2) and the same number of behavioral sim-455

ulations (71 behavioral simulations with a behavioral threshold of 0.5). As456

a result, the model performance statistics between the calibration scenarios457

S2 and S3 are identical (Tab. 4). This indicates that using MOD16 ETa for458

model calibration does not effect the model performance in this case study.459

A detailed examination of the results shows that simulated ETa from the cal-460

ibration scenario S2 fits well with MOD16 ETa despite MOD16 ETa was not461

used for model calibration (Fig. 5 and Tab. 4). In addition, the model per-462

formance for ETa tends to be improved with improvement of the model per-463

formance for streamflow at the Lindau, Scharzfeld, and Kupferhütte gauging464

stations. This was shown by a strong positive correlation (r ≥ 0.78) between465

NSEETa and NSEQ at these gauging stations in the calibration scenario S2466

(Fig. 6). As a result, the best model performance for streamflow in these467

gauging stations is likely to be among the “best” model performances for ETa468

and the use of MOD16 ETa for model calibration might not have any effect469

(or only minor effects) on the model performance. The results indicate that470

if there is a strong positive correlation in the model performances between471

two different variables in a multi-variable calibration, one variable can be472

dropped out of the objective function without having much influence on the473

model performance. For multi-site calibration, the selected stream gauges474

should be located in different rivers unless there are some major changes in475

the river segment.476
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The aforementioned results, however, should be considered along with477

the weights used in the objective function (Tab. 1). It should be noted that478

differences between the calibration results of scenarios S2 and S3 occur if the479

weight for NSEETa accounts for more than 70% of all weights in the objective480

function, w4 ≥ 0.7 · (5 · w1 + w2 + w3 + w4). It means that improving the481

model performance for ETa is the main objective, which is not the objective482

in this study.483

It is seen from the Tab. 4 that the model performance for streamflow at484

the Rhume spring was reduced, from NSE = 0.75 (scenario S1) to NSE =485

0.69 (scenario S2), when streamflow data at additional stream gauges were486

used for model calibration. However, the model prediction uncertainty was487

reduced and the model robustness was increased. This is shown by a decrease488

in the r-factor (from 1.10 to 1.01) and a decrease in the difference of NSE489

between the calibration and validation periods (from 0.27 to 0.07, Tab. 4).490

In the calibration scenario S2, the model performance for streamflow at all491

gauging stations (except at the Rhume spring) and for ETa are improved492

compared to that in the calibration scenario S1. The results indicate that in493

a karst-dominated region, multi-gauge calibration should be done in order to494

have a better model performance. Therefore, only results from the calibration495

scenario S2 were discussed in detail in the remaining sections.496

5.3. Simulated streamflow497

Fig. 7A-G presents the observed and simulated streamflow hydrographs498

and their respective flow duration curves during the calibration period with499

the best calibrated parameters. It is seen that the SWAT IGF tends to500

underestimate high flows (Fig. 7A-G) and low flows (Fig. 7D, E and F). The501
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underestimation of high flows and low flows is inherited from the original502

SWAT (e.g., Uniyal et al., 2017; Nguyen and Dietrich, 2018; Nguyen et al.,503

2018). This could be a reason for the small p-factor observed from the model504

calibration outputs (Tab. 4). The good fit between simulated low flows at the505

Lindau and Sharzfeld gauging stations with observed data (Fig. 7A-G) is due506

to the effect of using observed outflow from the Oder dam (Odertalsperre,507

Fig. 2) as input data to the model. At the Hattorf gauging station, low508

flows were overestimated by the model (Fig. 7B). This is due to a non-linear509

relationship between discharge and transmission losses of the Sieber river,510

which cannot be represented in the current SWAT IGF model. In this river,511

transmission losses are reported to be higher (more than 70% of the river512

discharge) with smaller discharges (Thürnau, 1913). At the Rhume spring513

gauging station, the observed flow duration curve is well reproduced by the514

model and the 95PPU band covers most of the observed values (p-factor =515

96). Simulated results show that runoff generated from the Rhume spring516

basin accounts for about 4% of the Rhume spring discharge, whereas the517

remainder (96%) is from IGF. The results match well with the ones reported518

by Goldmann (1986). Simulated results from the SWAT IGF also show that519

annual transmission losses from the Sieber and Oder river systems contribute520

about 59% of the Rhume spring discharge, which is similar to the previously521

estimated value of 60% (LaMoreaux and Tanner, 2001).522

Due to a significant contribution of IGF to the Rhume spring as afore-523

mentioned, the original SWAT model failed to simulate flow at this gauging524

station (Fig. 7G). It should be noted that simulated streamflows in the karst525

area (Lindau, Hattorf, and Scharzfeld gauging stations) from the original526
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SWAT could be better than the SWAT IGF. This is because parameters of527

the SWAT IGF model in the karst region are further constrained to match the528

simulated streamflow at the Rhume spring with observed data. Therefore, we529

did not compare the simulated streamflow from the original SWAT and the530

SWAT IGF at these gauging stations. In the validation period (2006-2010),531

similar results were also observed (Fig. 8A-G).532

5.4. Simulated karst groundwater storage variation533

Fig. 9A-C shows 1) the variations of simulated karst groundwater storage534

(the total groundwater storage in the matrix and conduit storage reservoirs)535

in the recharge area of the Rhume spring and 2) changes in the observed536

groundwater levels in three wells (Fig. 2). It is expected that changes in537

the groundwater levels reflect the variations in karst groundwater storage.538

In three wells, it is seen that the annual variations in the simulated karst539

groundwater storage agree well with the observed groundwater levels. Espe-540

cially with well 1, a high correlation coefficient (r = 0.93) between the sim-541

ulated groundwater storage and the observed groundwater levels was found542

(Fig. 9A). At wells 2 and 3 (Fig. 9B-C), lower correlation coefficients (r =543

0.73 and r = 0.47, respectively) were found. The simulated karst groundwa-544

ter storage varies from 35 to 67 million m3 with an average value of about545

48 million m3.546

6. Conclusions and recommendations547

Interbasin groundwater flow (IGF), especially in karst areas, could sig-548

nificantly alter the water budget of a region. In this study, the original549

SWAT model was modified for simulating IGF in karst areas, resulting in550
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the SWAT IGF model. A two-linear-reservoir model was proposed to repre-551

sent the duality of recharge, infiltration, storage, and discharge in the karst552

area. The study area is located in a karst-dominated region in the south-553

west Harz Mountains, Germany. The model was successfully calibrated at554

the Rhume spring and at multiple sites for streamflow, and for ETa by using555

MOD16 ETa.556

Calibration results show that multi-site calibration is necessary to achieve557

a good model performance. Simulated ETa from the SWAT IGF model558

matches well with MOD16 ETa despite MOD16 ETa was not used for model559

calibration. The use of MOD16 ETa as additional calibration variable does560

not affect the model performance. This is because the model performance for561

ETa tends to be improved with an improvement of the model performance562

for streamflow at some gauging stations. The conclusion regarding the use563

of MOD16 ETa for model calibration, however, should not be generalized to564

other satellite remote sensing products and to studies in other areas.565

The SWAT IGF model was demonstrated as a robust model by further566

validating the model outputs with other data. The SWAT IGF is also highly567

flexible. It could be applied in both karst and non-karst areas where the568

surface subbasin boundaries do not coincide with the subsurface subbasin569

boundaries. The model uses a parsimonious approach for modelling IGF in570

karst systems while explicitly representing the duality of recharge, discharge,571

and storage in karst regions.572

The SWAT IGF introduced in this study, however, has not been devel-573

oped for modelling solute transport. Different solute transport models could574

be incorporated into the SWAT IGF model due to its flexible structure. For575
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example, future studies could apply a well-mixed model for modelling so-576

lute transport in the conduit because flow in the conduit storage is fast and577

turbulent. For solute transport in the soil matrix, the catchment scale for-578

mulation of transport based on travel time distributions appears to be a579

promising tool (Botter et al., 2011; Benettin et al., 2013). The concept of580

travel time based formulation of transport could be used to simulate (1) the581

delay between input and output solute concentration signals and (2) different582

selection schemes for outflow from the rock matrix. In addition, the recharge583

separation factor (β) was assumed to be constant regardless of the rainfall584

event characteristics. Future studies could use different recharge separation585

factors depending on different rainfall event characteristics (Hartmann et al.,586

2015b).587
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Table 1: List of calibration scenarios and the corresponding weights in the objective

function

Scenario Calibrated variable Weight values in the objective function

S1 Only QRhumespring w1 = 0, w2 = 0, w3 = 5, w4 = 0

S2 All Q w1 = 1, w2 = 5, w3 = 5, w4 = 0

S3 All Q and ETa w1 = 1, w2 = 5, w3 = 5, w4 = 5
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Table 2: Selected parameter for sensitivity analysis and sensitivity ranking

Parameter Initial range Description Ranking

Surface runoff and channel processes

1) CN2 [-0.25, 0.25] SCS runoff curve number 1

2) SURLAG [0.05, 10] Surface runoff lag time (days) 15

3) SOL K [-0.2, 0.2] Soil hydraulic conductivity (mm/h) 18

4) SOL AWC [-0.2, 0.2] Soil available water capacity 6

5) CH K2(sub4−6,19,21,26) [1, 15]
Riverbed hydraulic conductivity (mm/h)

3

6) CH K2(sub9,11,13) [10, 40] 2

Evapotranspiration and plant water uptake

7) ESCO [0, 1] Soil evaporation compensation factor 7

8) EPCO [0, 1] Plant uptake compensation factor 13

9) REVAPMN [0, 500] Threshold for groundwater revap to occur 5

Snow fall and snow melt

10) SFTMP [-1.5, 1] Snowfall temperature (T ◦C) 9

11) SMTMP [0, 3] Snowmelt base temperature (T ◦C) 8

12) TIMP [0, 1] Snowpack temperature lag factor 4

Groundwater and karst processes

13) GW DELAY [1, 9] Groundwater delay (days) 21

14) GWQMN [0, 1000] Threshold for return flow to occur 12

15) ALPHA BF [0, 1] Baseflow recession constant 10

16) RCHRG DP(sub15) [0, 1]

Deep aquifer percolation factor

15

17) RCHRG DP(sub24) [0, 1] 17

18) RCHRG DP(sub10,12,14) [0, 1] 11

19) β [0.7, 0.9]

Karst parameters

19

20) αconduit [0.05, 0.015] 16

21) αmatrix [0.002, 0.003] 20

CN2, SOL K, and SOL AWC are changed by relative change, all other parameters are

changed by replacing.

All parameters are changed at the basin scale except otherwise mentioned (e.g.,

sub9,11,13 means changes are only applied to subbasins 9, 11, and 13.
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Table 3: Selected parameters for calibration and the best parameter values

Parameter Scenario S1 Scenarios S2 and S3

CN2 0.06 -0.03

CH K2(sub9,11,13) 26.06 25.65

CH K2(sub4−6,19,21,26) 14.35 14.01

TIMP 0.48 0.89

REVAPMN 247.25 140.75

SOL AWC -0.11 0.05

ESCO 0.87 0.27

β 0.81 0.77

αconduit 0.0136 0.0084

αmatrix 0.0021 0.0023
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Table 4: Model performance statistics and characteristics of the 95PPU band.

Variable NSE PBIAS KGE p-factor r-factor

Calibration scenario S1

QRhumespring 0.75 (0.48) -0.2 (-2.6) 0.83(0.76) 0.96 1.10

Calibration scenarios S2 and S3

QLindau 0.75 (0.74) 0.1 (-3.6) 0.75(0.76) 0.45 0.24

QHattorf 0.58 (0.70) -7.5 (1.3) 0.68(0.78) 0.29 0.21

QScharzfeld 0.91 (0.91) 3.3 (5.0) 0.90(0.82) 0.74 0.16

QHerzberg 0.61 (0.67) 2.6 (5.8) 0.76(0.78) 0.36 0.18

QKupferhütte 0.60 (0.70) 9.9 (8.4) 0.72(0.72) 0.39 0.25

QPionierbrücke 0.54 (0.60) 4.8 (5.4) 0.73(0.77) 0.32 0.19

QRhumespring 0.69 (0.62) 0.5 (-0.9) 0.79(0.80) 0.96 1.01

ETa 0.82 (0.79) -1.0 (2.12) 0.91(0.89) 0.58 0.36

Numbers outside parentheses indicate values of the calibration period while numbers

inside parentheses indicate values of the validation period.
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Figure 1: Conceptual models of the SWAT IGF model. (A) the conceptual model for

the non-karst area (the original conceptual model of SWAT), (B) the conceptual model

for the karst area (modified from SWAT). Qsurf is the surface runoff, Qlat is the lateral

flow, wrevap is the groundwater revap, wrshallow and wrdeep are the shallow and deep

groundwater recharge, respectively, other variables were described in text.
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Figure 5: Time series plot of MOD16 ETa and simulated ETa from the calibration scenario

S2.
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for behavioral simulations in the calibration scenario S2 (from 2000-2005). The red cross

indicates the simulation corresponding to the best parameter set.
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