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Abstract 

Combining simulation models and multi-objective optimization can help solving complex land use 

allocation problems by considering multiple, often competing demands on landscapes, such as 

agriculture, (drinking) water provision, or biodiversity conservation. The search for optimal land use 

allocations has to result in feasible solutions satisfying “real-world” constraints. We here introduce a 

generic and readily applicable tool to integrate user-specific spatial models (e.g. assessing different 

ecosystem services) for a Constrained Multi-objective Optimization of Land use Allocation (CoMOLA). 

The tool can handle basic land use conversion constraints by either a newly and specifically developed 

method to repair infeasible solutions or by penalizing constraint violation. CoMOLA was systematically 

tested for different levels of complexity using a virtual landscape and simple ecosystem service and 

biodiversity models. Our study shows that using repair mechanisms seems to be more effective in 

exploring the feasible solution space while penalizing constraint violation likely results in infeasible 

solutions. 
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1. Introduction 

Achieving the goals of global environmental sustainability requires the conservation of biodiversity as 

well as ensuring the provision of ecosystem services, such as drinking water, food, or timber. While 

these objectives are inextricably linked, they are often studied and managed separately from each other 

(Liu et al., 2015). Sustainable resource use and management strategies that enhance landscape 

multifunctionality require not only understanding the manifold interactions among multiple demands 

but also finding solutions to minimize their trade-offs. While progress has been made in the model-

based quantification of land use effects on ecosystem services and biodiversity over the past few years, 

the question of “[w]here to put things?” (Polasky et al., 2008) is still an important challenge. 

 

Land allocation problems can be solved by model-based approaches combined with either scenario 

analysis (e.g. Fontana et al., 2013), backcasting approaches (e.g. Brunner et al., 2016), or multi-objective 

optimization techniques. Optimization methods are capable to explore a large number of land use/land 

management configurations (Memmah et al., 2015; Seppelt et al., 2013). Combined with simulation 

models (e.g. hydrological, biodiversity or socio-economic models), they are applicable for a wide variety 

of problems. Existing studies on land use optimization were reviewed, for example, by Kaim et al. 

(2018), Kanter et al. (2016) and Memmah et al. (2015). Optimization applications differ in terms of scale 

(from single fields/farms to large river basins), the objectives considered (e.g. agricultural productivity, 

water quality, biodiversity, recreational value) and the timing of preference articulation of stakeholders 

and decision makers (before, during or after the optimization process). Such multi-objective land use 

allocation problems can be solved either by integrating all objectives into one single function following a 

weighted sum approach (Marler and Arora, 2010) or by Pareto-based methods where all objectives are 

treated individually using the concept of Pareto-optimality (Deb, 2014). The latter approach provides a 

set of ‘Pareto-optimal’ solutions, i.e. solutions for which no objective can be further improved without 

compromising at least one of the other objectives. As those solutions are usually only approximations of 

true Pareto-optimality, we refer to them as non-dominated solutions. Pareto-based optimization 

methods have been used in several land use optimization studies, e.g. in Bennett et al. (2004), Cao et al. 

(2011), Chikumbo et al. (2015), Duh and Brown (2007), Groot et al. (2012), Huang et al. (2013), 

Lautenbach et al. (2013), Roberts et al. (2011) and Schwaab et al. (2017, 2018a). The advantage of non-

dominated solutions is that they directly illustrate the best possible trade-offs among conflicting 

objectives. From such a set of best alternatives, decision makers can discuss and select appropriate 

solutions according to their preferences (Cord et al., 2017). To obtain non-dominated solutions, 

population-based meta-heuristics, i.e. methods based on evolutionary computation or swarm 

intelligence, are particularly suitable because they generate and evaluate a set of potential solutions in 

parallel and approach the Pareto front within a single run of the algorithm (Boussaïd et al., 2013; Coello 
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Coello et al., 2007). Identifying non-dominated solutions also allows evaluating certain projections on 

future land use change regarding their overall optimality (Seppelt et al., 2013; Verstegen et al., 2017). 

 

Such non-dominated solutions, however, have little value for decision making if they ignore real-world 

constraints. For example, depending on rules and regulations in the study region, grassland may be 

transformed into forest but not into cropland or urban areas. In the same case study context, no specific 

transition rules may exist for other land use classes (e.g. cropland). Alternatively, the goal might be to 

efficiently allocate a specified demand for urban development in a district or municipality (Schwaab et 

al., 2017). This problem is different from the problem of constraining based on objective values such as 

setting threshold values for one or several objectives. In contrast to constraining the objective values 

(e.g. a minimum level of species richness or a maximum value for nitrate concentration in the 

groundwater), constraints are put on the control variables here. For land use allocation problems, these 

constraints on the control variables could involve the minimum and maximum allowed total area of 

certain land use classes or transition rules controlling which classes are allowed to be replaced by others 

and which not. Since evolutionary algorithms are by nature unconstrained, it is necessary to find proper 

ways of incorporating real-world constraints (Coello Coello, 2002). There are three constraint-handling 

methods commonly applied in land use optimization studies:  

(1) penalty functions that degrade the fitness value of an infeasible solution (e.g. Chikumbo et al., 

2015; Shaygan et al., 2014; Stewart et al., 2004),  

(2) feasibility operators which create feasible-only child solutions (e.g. García et al., 2017; 

Karakostas and Economou, 2014) and 

(3) repair mechanisms for infeasible individuals (e.g. Cao et al., 2012; Datta et al., 2007; Schwaab et 

al., 2018b). 

The latter two approaches require modifications of the genetic algorithm which are often specific for 

the optimization problem at hand (Schwaab et al., 2018b). Their adaptation to different objective 

functions, different land use types including their transition or total area rules may require extensive 

effort and programming skills - if the source code is available at all. 

 

To foster the use of population-based optimization in landscape management, we here present a 

generic tool for Constrained Multi-objective Optimization of Land use Allocation (CoMOLA), including 

constraint-handling for the control variables with large flexibility and broad applicability. CoMOLA 

employs the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) developed by Deb et al. (2002). 

Among multi-objective evolutionary algorithms NSGA-II is the most often used procedure for solving 

spatial allocation problems (Malczewski and Rinner, 2015). We enhanced the algorithm by 

implementing two types of constraint-handling methods, (1) a novel repair algorithm specifically 
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developed for land use transition and composition constraints and (2) constrained tournament 

selection, a commonly used penalty function approach (Deb, 2000; Osyczka and Krenich, 2000). 

 

The objective of this research paper is to introduce the functionality of CoMOLA and compare the 

performance of CoMOLA’s repair algorithm with the established method of constraint tournament 

selection. To test all important facets of the tool, we used a virtual land use map which was designed to 

optimize multiple conflicting objectives (maximizing crop and water yield as well as two biodiversity 

indicators) while considering basic land conversion constraints (total area and transition rules). Our 

optimization experiments include different levels of complexity with respect to the number of 

objectives, the strength of the pre-defined constraints and the number of spatial units to be optimized. 

2. Description of CoMOLA 

CoMOLA is a free Python tool to optimize raster maps for multiple objectives. It is based on the open 

source ‘inspyred’ Python library (Garrett, 2012), which is extended to include functions for reading, 

encoding, and writing raster maps, as well as algorithms to consider constraints during the optimization 

procedure. It is platform independent and allows for the integration of any model which reads gridded 

maps as input data, for instance for estimating ecosystem service indicators. CoMOLA can be used 

immediately by inputting a raster map representing the baseline situation (e.g. for land use), ready-to-

run models written in R (R Core Team, 2016) or Python, and (optional) information on constraints. 

 

As constraints for the control variables, the tool is able to consider both (1) transition rules defining the 

possible land use transformations and (2) minimum and maximum area proportions for each land use 

class within the study area. All relevant settings, such as paths to input data and models as well as 

optimization-specific parameters (e.g. population size, crossover and mutation rates) and settings 

related to constraint-handling and raster map-analysis are managed in a single control file. As the 

framework allows users to integrate any kind of simulation models (e.g. process-based, statistical, or 

both at the same time), it can be a useful tool for a broad range of spatial allocation studies. For more 

details and examples how to adapt and apply CoMOLA the reader is referred to the user guide on 

GitHub (https://github.com/michstrauch/CoMOLA). The optimization procedure is summarized in Figure 

1a and can be briefly described as follows (assuming a land use allocation problem): 

https://github.com/michstrauch/CoMOLA
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Figure 1: Flowchart of CoMOLA a) using a combination of constraint-controlled genome generation and repair 

mutation (CG-CM) and b) using constrained tournament selection (CTS) as constraint handling method. 

 

(1) Preprocessing - encoding the original raster map 

To decrease the number of spatial units (and hence the computational effort), the algorithm 

first transforms the input raster map representing the current status of land use into a patch or 

cluster map (Fig. 2) where neighboring raster cells of the same type are aggregated (cf. 

Holzkämper and Seppelt, 2007; Liu et al., 2016). The patch ID map is then encoded as a string of 

integers (each value is called a gene, representing the land use of a patch) that forms the 

genome of the initial individual, i.e. the first individual of the initial population. However, users 

may also specify their own patch ID map to control the aggregation of cells into patches. The 

patch-ID map hence allows complete flexibility to delineate spatial units; if desired, the user can 

also conduct a cell-level optimization. The patch-ID map can be thought of as a polygon map 

that defines the units that the optimizer modifies with respect to land use. The approach 
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combines the possibility to use irregularly shaped patches as modeling units while allowing the 

use of raster processing functions which are more efficient for neighborhood analysis problems. 

 

 
Figure 2: Example scheme for encoding the input land use map into the genome of the initial individual. 

The numbers and the corresponding colors in the virtual land use map indicate different land cover types 

or uses. In the patch ID map neighboring cells of the same land use are aggregated to a single patch with a 

unique patch ID. The initial genome is created by transforming the patch ID map into a string (from top 

left to bottom right) including information about the land use and share of the total area of each patch ID. 

Land use classes which cannot change at all according to pre-defined transition rules (here value 4, see 

Fig. 3) will be excluded from the genome. 

 
(2) Constraint-controlled genome generation (CG) to fill up the initial population 

In the second step, all further individuals of the initial population are generated - the original 

land use map is always included in the initial population. The (user-defined) size of the 

population depends on the nature of the problem, but should usually not be higher than a few 

hundred individuals (Malczewski and Rinner, 2015). Without considering constraints, the 

genome generation would be completely at random and based on a uniform sampling among all 

available land use classes. If constraints are defined, the initialization uses a constraint-

controlled genome generation (CG) algorithm to ensure all individuals of the first population are 

feasible and fulfill all given constraints. It is known that the search process of an optimizer 

becomes more efficient if its initial guess is feasible or near-feasible (Datta et al., 2012). CG 

operates on a gene-by-gene (i.e., if not defined otherwise, a patch-wise) basis to generate a 

genome. For each gene, the random choice of a land use class is constrained according to the 

pre-defined transition rules (Fig. 3) and a tabu memory, which is a list of already identified 

infeasible gene sequences and visited feasible solutions. Each time a land use class is assigned to 
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a gene, the algorithm examines the genome sequence generated up to that point for any 

violation of the total area constraint (if pre-defined) for this land use class. If there is no 

violation, the genome generation proceeds with the next gene (i.e. the next patch ID). If the 

total area constraint is violated, the gene sequence is added to the tabu memory and the 

algorithm returns to a suitable previous gene. The search is then repeated for a feasible land use 

class according to the transition rules and the updated tabu memory. 

 

 
Figure 3: Example land use change constraints. Transition rules (left) can be defined with a transition 

matrix where value 1 allows and 0 prohibits the transition. For example, land use type 2 can be 

transformed into land use types 2 and 3 but not into 1 and 4. Area proportion values (right) represent 

minimum and maximum percentages of the total area for each land use type. 

 

In addition, the user can choose to include boundary solutions in the initial population, which 

are solutions at the boundary of the feasible solution space. In cases where total area 

constraints are defined, two boundary solutions are automatically generated within CoMOLA for 

each land use class: one solution with the minimum permissible and another with the maximum 

permissible coverage of that respective land use class. Boundary solutions may have a good 

fitness for at least one objective and good initial estimates (also referred to as seeds) may 

generate better solutions with faster convergence (Friedrich and Wagner, 2015). 

 

(3) Run model(s), quantify objectives. 

Fitness values for each individual (i.e., each land use map) of the population are estimated 

through user-defined models. Since the search ability of Pareto-dominance based evolutionary 

algorithms such as NSGA-II deteriorates with increasing number of objectives (Ishibuchi et al., 

2008), we recommend using a maximum of four objectives. However, due to the modular 

architecture of CoMOLA, it is possible to implement other optimization algorithms, such as 

NSGA-III (Deb and Jain, 2014), to handle more than four objectives. For quantifying the single 

objectives (e.g. agricultural productivity, water quality, biodiversity, etc.) any type of model can 

be integrated as long as the model is able to handle a raster map as land use input and produces 

only one (aggregated) value per objective that is representative for the whole map. 
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(4) Non-dominated sorting, tournament selection, crossover, mutation 

Based on the fitness values of each member of the current population, NSGA-II applies a non-

dominated sorting scheme, archives the best solutions, and uses binary tournament selection, 

mating (crossover), and mutation operators to create an offspring population as described in 

Deb et al. (2002). 

 

(5) Constraint-controlled repair mutation (CM) 

Even if the parent population exclusively consisted of feasible individuals, the offspring 

population likely contains infeasible solutions due to crossover and mutation (Yoon and Kim, 

2014). Infeasible individuals of the offspring population are transformed into feasible individuals 

using a constraint-controlled repair mutation (CM) algorithm which operates patch-wise, exactly 

as constraint-controlled genome generation (step 2), but with the premise that only a minimum 

number of genes should be modified in order to make an infeasible genome feasible. Hence, the 

repaired (feasible) individuals remain as similar as possible to the original (infeasible) solutions 

suggested by NSGA-II. CM is thus a further operator besides crossover and mutation that repairs 

infeasible offspring. The implemented tabu memory ensures both an efficient repair of 

infeasible individuals and uniqueness among all (feasible) individuals generated, avoiding 

redundant model evaluations and fostering diversity in the solution space. 

 

Steps 3 to 5 are repeated until a termination criterion is reached (e.g. the user-defined maximum 

number of generations or any other pre-defined terminator of the ‘inspyred’ package). The combination 

of CG and CM (CG-CM) is a novel and straight-forward constraint-handling method, specifically designed 

for CoMOLA to handle transition and area proportion constraints in land use optimization studies. 

Moreover, CoMOLA can employ constraint tournament selection (CTS) as an alternative method (Fig. 

1b). CTS has been suggested by Osyczka and Krenich (2000) and Deb (2000) and represents an enhanced 

version of the binary tournament selection, where two solutions are picked from the parent population 

and the better solution is chosen for mating. Without using repair mutation operators, each solution can 

be either feasible or infeasible. Feasible solutions are preferred over infeasible solutions. If both 

solutions are feasible, CTS prefers the one with better fitness. In case both solutions competing in a 

tournament are infeasible, CTS prefers the solution with smaller constraint violation (Deb et al., 2002). 

Such a modification of the binary tournament selection is also proposed for the recent NSGA-III 

algorithm to solve constrained many-objective problems (Jain and Deb, 2014). In CoMOLA, constraint 

violation (∆𝑂𝑂) is composed of two terms, one refers to the land use area violation (∆𝐴𝐴) and the other to 

the violation of transition rules (∆𝑇𝑇): 
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∆𝑂𝑂=  ∆𝐴𝐴 + ∆𝑇𝑇        (Eq. 1), 

with 

∆𝐴𝐴= �
∑ 𝑙𝑙𝑘𝑘𝐾𝐾
𝑘𝑘=1
𝐶𝐶

, 𝐶𝐶 > 0
0, 𝐶𝐶 = 0         

       (Eq. 2), 

and 

∆𝑇𝑇= ∑ Φ𝑗𝑗
𝐽𝐽
𝑗𝑗=1   , Φ𝑗𝑗 ≔ �

𝑝𝑝𝑗𝑗 , transition rule is violated for patch 𝑗𝑗 
0, else                                                                 

  (Eq. 3). 

𝐾𝐾 is the total number of land use classes with 𝑘𝑘 ∈ {1, … ,𝐾𝐾}, while 𝐶𝐶 is the number of land use classes 

violating the area constraint. 𝑙𝑙 denotes the area deviation of land use 𝑘𝑘 from its permissible min-max 

range (in % of the total study area), i.e., 𝑙𝑙 > 0 if the area constraint for land use 𝑘𝑘 is violated and 𝑙𝑙 = 0 if 

not. 𝐽𝐽 is the total number of land use patches with 𝑗𝑗 ∈ {1, … , 𝐽𝐽} and 𝑝𝑝𝑗𝑗  denotes the area of patch 𝑗𝑗 

where transition rules are violated (in % of the total study area). 

3. Optimization experiment 

3.1 Input land use data and objective functions 

For the performance test, a virtual landscape of 10x10 raster cells was designed (Fig. 4a), for which a 

discrete encoding strategy was applied defining eight land use classes (1-5: cropland ranging from 

lowest (1) to highest production intensity (5), 6: pasture, 7: forest, 8: urban area). We assumed a cell 

size within the range of 100 to 10,000 m², as is typical for landscape-scale assessments. 

 
Figure 4: Input land use map (a) and soil fertility map (b), both artificially generated for the optimization 

experiments. Cropland is distinguished by production intensity levels, ranging from 1 (lowest level) to 5 (highest 

level). Hypothetical soil fertility ranges from 0 (lowest) to 1 (highest). 

 

We considered up to four contrasting objectives including agricultural production, water yield, and 

biodiversity while taking into account land use intensity, landscape composition and landscape 

configuration as suggested by Seppelt et al. (2016). All four objectives are to be maximized. For the ease 
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of evaluation and interpretation, each objective was quantified by simple yet plausible conceptual 

models as summarized in Table 1. 

 

Table 1: Conceptual models for the objective functions to be maximized during optimization. 

Objective, formula and theoretical min/max Explanation 
Crop yield (𝐶𝐶𝐶𝐶) 
 

𝐶𝐶𝐶𝐶 = � 𝑙𝑙𝑙𝑙𝑙𝑙 (𝑃𝑃𝑖𝑖(1 + 𝐹𝐹𝑖𝑖)
𝐼𝐼

𝑖𝑖=1
 

 
Min: 0 (no cropland) 
Max: 203 (100% cropland with intensity level 5) 
 

Crop yield was modeled as a function of production intensity level 
𝑃𝑃 (with a value of 0 for pasture, forest, and urban land use classes, 
and a value of 1 for cropland 1, 2 for cropland 2, etc.) and soil 
fertility 𝐹𝐹 (ranging from 0.1 to 1, Fig. 4b), summarized over all grid 
cells 𝑖𝑖. The model results in hypothetical crop yields per raster cell 
as shown in Figure A.1 in the Supplementary. 

Forest species richness (𝑆𝑆𝑆𝑆) 
 
𝑆𝑆𝑆𝑆 = 𝑐𝑐𝐴𝐴𝑧𝑧 
 
Min: 0 (no forest) 
Max: 12.56 (100 % forest) 

Forest species richness was a function of forest area 𝐴𝐴, based on 
empirical relationships between habitat area and species richness 
(cf. MacArthur and Wilson, 1967), where 𝐴𝐴 equals the number of 
grid cells containing forest, 𝑐𝑐 is a constant (y-intercept) and 𝑧𝑧 is the 
slope of the species-area-relationship in log-log space. We assigned 
the commonly used values of 5 and 0.2 to 𝑐𝑐 and 𝑧𝑧, respectively. 
 

Habitat heterogeneity (𝐻𝐻𝐻𝐻) 
 

𝐻𝐻𝐻𝐻 = � 𝐸𝐸𝐿𝐿 𝐿𝐿⁄
5

𝐿𝐿=1
 

 
Min: 0 (only one land use class existing, 
regardless which one) 
Max:  116 (maximum heterogeneity of land use 
patches with lowest intensity) or 180 in case of 
a cell-level optimization (ideal chessboard 
pattern of land use classes with lowest 
intensity) 
 

Habitat heterogeneity, as a universal driver of species richness 
(Stein et al., 2014), was estimated based on the number of edges 
(𝐸𝐸) between grid cells of different land use, namely between forest 
and pasture, forest and cropland, as well as pasture and cropland. 
𝐿𝐿 represents land use intensity along edges with forest or pasture 
with a value of 1 for edges between forest and pasture as well as 
between forest or pasture and cropland 1, a value of 2 for edges 
between forest or pasture and cropland 2, etc., and a value of 5 for 
edges between forest or pasture and cropland 5. Edges with urban 
cells were ignored. Through dividing by 𝐿𝐿, edges of cells with higher 
land use intensity were given a lower weight 
 

Water yield (𝑊𝑊𝐶𝐶) 
 

𝑊𝑊𝐶𝐶 = � 𝐴𝐴𝑐𝑐 𝐾𝐾𝑐𝑐⁄
7

𝑐𝑐=1
 

 
Min: 87.72 (100 % forest) 
Max: 111.11 (100 % cropland with intensity 
level 1) 

Water yield was estimated based on average crop coefficients (𝐾𝐾𝑐𝑐), 
i.e. on values reflecting relative differences in land-use specific 
evapotranspiration rates (Allen et al., 1998). In our case, 𝐾𝐾𝑐𝑐 values 
increased in the following order for the seven land use classes 
considered (excluding urban): cropland 1, cropland 2, cropland 3, 
pasture, cropland 4, cropland 5, forest. The lower the 
evapotranspiration rates, the more water was assumed to be 
available for groundwater recharge and runoff. 𝐴𝐴 is the area 
(number of grid cells) of land use class 𝑐𝑐. 
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3.2 Experimental design 

We compared our novel repair algorithm (CG-CM) with CTS, a standard approach to handle constraints, 

and a combination of both approaches where CTS is based on a feasible start population (CG-CTS). The 

comparison considered different levels of complexity, as briefly explained in the following and 

illustrated in Figure 5. 

 

Individual size (number of spatial units) 

Scalability is a key issue for optimization algorithms, especially for solving spatial allocation problems for 

which the number of decision variables is determined by the size and heterogeneity of the study area, 

the spatial resolution, and the precise nature of the optimization problem (e.g. the number of optional 

land use classes). There is empirical evidence that efficacy and efficiency of multi-objective 

metaheuristics decrease for large numbers of decision variables (Antonio and Coello Coello, 2016; 

Durillo et al., 2010). Constraint-handling based on repair mechanisms such as GC-GM comes at 

additional computational cost which might increase excessively with individual size (i.e. in our case with 

the number of spatial units considered). Our experiment therefore included performance tests with a 

varying number of spatial units, ranging from 41 to 400. The lowest complexity (n = 41) was represented 

by clustering neighboring cells of the same land use type (land use map, Fig. 4a) into patches. The 

number of spatial units was increased to 100 in a cell-level optimization using the same map. We further 

considered individuals of size 400 by increasing the spatial resolution by factor two in a cell-level 

optimization. In each case, the initial land use distribution (Figure 4a) was retained. 

 
Number of objectives 

The performance of Pareto-based algorithms also generally decreases with increasing number of 

objectives due to the inefficiency of the Pareto relation in high-dimensional spaces (n > 3, Knowles and 

Corne, 2007; Li et al., 2015; López Jaimes and Coello Coello, 2015). We tested the applicability of 

CoMOLA for maximizing two (crop yield and habitat heterogeneity), three (crop yield, habitat 

heterogeneity, and forest species richness), and four objectives (crop yield, habitat heterogeneity, forest 

species richness, and water yield). 

 

Strength of constraints 

One can assume that the effect of constraint-handling methods on optimization performance depends 

on the strength of the pre-defined constraints. We therefore tested two different constraint scenarios. 

The first scenario (CONS_I) took only a set of transition rules into consideration, where (1) existing 

cropland could be converted either into a different type (intensity) of cropland or into pasture or forest, 

(2) existing pasture could be converted into forest, but not the other way around, meaning that (3) 



12 
 

existing forest had to remain at the same location, while (4) urban areas were not allowed to change at 

all. The second scenario (CONS_II) used the same transition rules, but also took into account the 

permissible total area for different land use classes, ranging from 10 to 30 % for forest, from 10 to 20 % 

for pasture and from 10 to 25 % for cropland 1 and 5, respectively. In addition, we applied CoMOLA 

without constraints using the original NSGA-II algorithm without any modification. The unconstrained 

optimization runs served as a reference for the maximum solution space regardless of their realism. 

 

 
Figure 5: Experimental design including 35 different settings, each setting was repeated in ten independent runs. 

UNC stands for an optimization problem without constraints, CONS_I includes transition constraints, CONS_II 

includes both transition and total area constraints. CG-CTS and CTS refer to constraint tournament selection with 

and without a feasible initial population, respectively, while CG-CM refers to repair mutation. 

 

General settings and performance evaluation 

For each optimization run, we used the same population size (300), number of generations (300), 

crossover rate (0.9), mutation rate (1/individual size), and included boundary solutions (seeds) within 

the initial population. 

 

In addition to the number of feasible non-dominated solutions, we used the hypervolume metric as 

proposed by Zitzler and Thiele (1999) to evaluate each of the different solution sets. This widely 

accepted multi-objective performance metric measures both convergence and diversity on a single scale 

without requiring the knowledge of the true Pareto front for comparison (Jiang et al., 2014). 

Hypervolume represents the volume in the objective space that is dominated by the set of feasible 

solutions given a certain reference point (such as the origin of coordinates). Higher values of the 

hypervolume hence indicate that the solutions are closer to the true Pareto front and, at the same time, 

that they are more evenly scattered in the objective space (Jiang et al., 2014). We normalized the fitness 

values for each objective by dividing by their unconstrained theoretical maximum value (section 3.1), 

which resulted in values for each objective between 0 and 1. This ensured no objective was 
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overrepresented in the calculation of hypervolumes. Moreover, using the unconstrained theoretical 

maximum as a fixed normalization factor allowed comparability among different constraint scenarios 

and constraint-handling methods. The R package ‘mco’ (Mersmann, 2014) was applied, where the origin 

of coordinates was defined as reference point. 

 

We used wall time (or real time; includes the CPU and the kernel time) as a measure of computation 

time. Since we are dealing with stochastic algorithms, we have executed ten independent runs for each 

problem instance which led to a total of 350 optimization runs. Each optimization run was performed on 

a Linux cluster using 20 cores in parallel. Routines to run the models in parallel are included in the tool. 

4. Results & Discussion 

4.1 Plausibility and visualization of non-dominated solutions 

As expected, the front of non-dominated solutions for the unconstrained optimization problem 

completely dominated the identified front for a constrained problem (see two-objective optimization 

example in Fig. 6) – if land use composition and land use transitions are unconstrained the optimizer is 

able to explore a larger search space. However, not a single solution of the unconstrained optimization 

run satisfied our hypothetical constraints on land use transition and total area for the individual land use 

classes, pointing out the (obvious) need for constraint-handling in our example application. Using repair 

mutation, in contrast, ensured feasibility of any single individual generated during the optimization. 

 

The shape of the fronts implies an almost linear negative relationship (trade-off) between the two 

objectives, which is plausible since increasing habitat heterogeneity impairs crop production, as defined 

in our models. The shape of the true Pareto fronts might be more convex due to the impact of soil 

fertility on crop yield. However, from analyzing the example maps (also shown in Fig. 6) it is fair to 

assume that the optimization runs identified at least near-optimal solutions. This assumption seems 

plausible, especially because highest-intensity cropland has been pre-dominantly allocated in the right 

part of the maps where soil fertility is highest (cf. Fig. 4b), leaving the mosaic of extensive land use 

classes responsible for highest habitat heterogeneity in the left part of the maps. 

 

Results for the constrained optimization runs considering three and four objectives were plausible in the 

same sense, see Figures 7 and 8. Forest species richness as a third objective showed a clear trade-off 

with crop yield but not with habitat heterogeneity. Because of the pre-defined constraints (allowing 

forest not to exceed a total area of 30 %), there was no single maximum solution for forest species 
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richness but a whole set of solutions, ranging over large parts of the objective space including the 

maximum of habitat heterogeneity. This is why the marked maximum solutions for forest species 

richness coincided with the maximum solutions for habitat heterogeneity in Figures 7 and 8. 

 

 
Figure 6: Non-dominated solutions of an unconstrained and a constrained patch-level two-objective optimization 

run compared to the status quo land use with illustration of respective extreme and mid-range solutions. Max CY is 

the solution with maximal crop yield and Max HH the solution with maximal habitat heterogeneity. Values were 

normalized by unconstrained theoretical maximum values. The constrained optimization was carried out using 

repair mutation considering both transition and area constraints. 
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Figure 7: Non-dominated solutions of a constrained patch-level three-objective optimization run using repair 

mutation considering both transition and area rules compared to the status quo land use with illustration of 

extreme and mid-range solutions. Max CY is the solution with maximal crop yield, Max SR the solution with 

maximal species richness and Max HH the solution with maximal habitat heterogeneity. Values were normalized 

by the theoretical (unconstrained) optimum values for each objective. 

 

Water yield as fourth objective (Fig. 8) favored low-intensity cropland and thus showed a clear trade-off 

with forest species richness, similar to the crop yield – forest species richness relationship. However, the 

relationship between water yield and both crop yield and habitat heterogeneity at the Pareto frontier 

was not that clear. Moderate crop yield and habitat heterogeneity occurred at maximum water yield, 

caused by the highest share of low-intensity cropland for this solution. 
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Figure 8: Non-dominated solutions of a constrained patch-level four-objective optimization run using repair 

mutation considering both transition and area rules compared to the status quo land use with illustration of 

extreme and mid-range solutions. Max CY is the solution with maximal crop yield, Max SR the solution with 

maximal species richness, Max WY the solution with maximal water yield and Max HH the solution with maximal 

habitat heterogeneity. Values were normalized by the theoretical (unconstrained) optimum values for each 

objective. Note that the 3D solution cloud (shown in the top right but left out in the main plot) is projected onto 

three orthogonal planes (i.e. the solutions are shown in 2D from three different perspectives). Colors indicate the 

forth objective (species richness). The small figure at the top right shows the plot in real 3D with projections on the 

three axes shown in grey. 

 

What becomes obvious from Figure 8 is that visualizing a four-dimensional solution space in just one 

graph is extremely challenging, in particular for a high number of solutions. It is known that the number 

of non-dominated solutions increases enormously with the number of objectives (Deb, 2001), causing 

incomparability of solutions and inefficiency of Pareto-based sorting schemes (e.g. Li et al., 2015). This is 



17 
 

why NSGA-II is usually not used for more than three or four objectives. The number of solutions could 

have been reduced by applying an ε-dominance analysis (Laumanns et al., 2002). In such a case, colored 

3D scatterplots or even 2D scatterplots with color and point size as third and fourth dimension, 

respectively, seem to be adequate (cf. Lautenbach et al., 2013). Our suggestion of projecting a colored 

3D Pareto cloud onto three orthogonal planes of a cube while leaving out the actual 3D plot  (as shown 

in Fig. 8) might be a possibility to visualize a high number of 4D solutions. However, finding proper 

techniques for visualizing high-dimensional solutions is a research field on its own (cf. Chiu et al., 2009; 

He and Yen, 2016). 

4.2 Optimization performance 

The performance of CoMOLA was determined by (1) the selection of the constraint-handling method, 

(2) the definition of the optimization problem in terms of constraints, and (3) the size of an individual 

(i.e. the number of spatial units involved). In general, we found that repair mutation (CG-CM) clearly 

outperformed both methods based on constraint tournament selection (CG-CTS and CTS). This was 

indicated by both, a larger number of feasible individuals in the final set of non-dominated solutions and 

larger hypervolumes dominated by the feasible solutions (cf. Fig. 9 and, additionally, Fig. A.2 in the 

Supplementary for considering two and four objectives). Our results thus imply that for discrete 

optimization problems repair mechanisms might be the preferable option to handle hard constraints, as 

also found by Zydallis and Lamont (2001) for non-spatial problems. 

 

The differences in optimization performance among constraint-handling methods increased with the 

strength of constraints and the size of an individual. While a considerable amount of feasible solutions 

was found with all methods for the less restrictive constraint scenario (CONS_I = transition constraints 

only), the number of feasible solutions was substantially smaller for the more restrictive scenario 

considering both, transition, and total area constraints (CONS_II). For CONS_II in combination with large 

individual sizes (100 and 400), not even a single feasible individual was included in the final set of non-

dominated solutions when using constraint tournament selection, which is why hypervolumes were 

assigned a value of zero in this case (Fig. 9). In contrast, our proposed repair algorithm ensured 

feasibility and uniqueness of all individuals (n = 90.300) generated during an optimization run. 

 

The improved performance of repair mutation, however, came at a cost. As Coello Coello et al. (2007) 

stated “repairing infeasible solutions in order to make them feasible […] may be computationally 

expensive”. We found that the runtime for CG-CM increased substantially with the strength of 

constraints (Fig. 9).  
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Figure 9: Performance values of three-objective optimization runs for different individual sizes (i.e. number of 

spatial units considered) shown as boxplots of ten repetitions. UNC stands for an optimization problem without 

constraints, CONS_I includes transition constraints, CONS_II includes both transition and total area constraints. CG-

CTS and CTS refer to constraint tournament selection with and without a feasible initial population, respectively, 

while CG-CM refers to repair mutation. 

 

The smaller the feasible solution space, the more effort is required to generate adequate individuals. 

Compared to the other methods that we tested, CG-CM required three times more computation time in 

the more restrictive constraint scenario with the smallest size of individuals, while the difference was 

not as pronounced for the less strict constraint scenario. Further, the difference in runtime increased 
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enormously with larger size of individuals, in our case up to factor 20 when handling individuals of size 

400 compared to 41. In contrast, runtime with CTS-based constraint-handling increased only marginally 

(Fig. 9). However, CTS and CG-CTS might be of little use for larger individuals and strong constraints as 

they may result in only infeasible solutions, as discussed above. 

 

The achieved level of hypervolumes and thus the optimization performance decreased substantially 

with individual size, c.f. Figure 10. This is also indicated by the different slopes of the hypervolume 

curves in case of repair mutation. Hypervolume curves converging laterally towards a certain threshold, 

as it is the case for the smallest individual size, might suggest (but not guarantee) a good approximation 

of the true Pareto front. Curves progressing with a distinct slope until the end of the optimization 

process (after 300 generations), as shown for larger individual sizes, clearly indicate further potential of 

progress. 

 

 
Figure 10: Evolution of the hypervolume (top row) and number of feasible individuals (bottom row) over all 

generations of three-objective optimization runs solving the more restrictive constraint scenario (CONS_II, 

including both transition and total area constraints) with different constraint-handling methods for different 

individual sizes, each in ten repetitions. CG-CTS and CTS refer to constraint tournament selection with and without 

a feasible initial population, respectively, while CG-CM refers to repair mutation. Examples of respective non-

dominated fronts are shown in Fig. A.3 in the Supplementary. 
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For constrained tournament selection, the hypervolumes of the entire solution space (i.e. all solutions, 

with no guarantee of feasibility) were considerably larger than the hypervolumes achieved with repair 

mutation. However, in the CTS-based optimization with larger individual sizes (100 and 400), infeasible 

individuals completely displaced the feasible ones after only a few generations. This is why here the 

hypervolume progress of the feasible solution space, as reconstructed a-posteriori from the 

optimization archive, comes to an abrupt end (see middle and right panel of Fig. 10). Although 

constrained tournament selection generally favors feasible individuals over infeasible ones, the 

displacement of feasible individuals might be caused by crossover and mutation, which presumably 

tended to violate the given constraints. The types of constraints considered here, especially the 

minimum and maximum allowable total area of a specific land use class, hampered the generation of 

feasible offspring, even if feasible parents were selected for mating. Offspring individuals in spatial 

optimization are always a mosaic of subsets of parent maps and even though the parent maps are 

feasible according to the total area constraints, that does not have to be true for their subsets and even 

less so for the product of recombination. Constraint-handling methods focusing only on the selection 

process for mating, such as CTS, may therefore not be adequate for spatial optimization problems that 

include hard total area constraints. 

 

The decrease in the number of feasible solutions (with increasing number of generations) for CG-CTS 

and CTS was stronger for optimization problems with larger individuals because the likelihood of a 

constraint-violating land use change increases with the number of spatial units. The difference in terms 

of feasible individuals per population for CG-CTS and CTS was marginal between individual size 100 and 

400. In both cases, the number of feasible individuals in a population dropped to zero after around 50 

and 20 generations for CG-CTS and CTS, respectively (Fig. 10 and, for a closer look on the first 75 

generations, Fig. A.4 in the Supplementary). In case of CG-CTS, all 300 individuals of the initial 

population (generation 0) were forced to feasibility due to the constraint-controlled genome generation 

(CG) algorithm. In CTS, the optimization started with only 14 feasible individuals representing the 

boundary seeds which were included in each experiment. The higher number of feasible individuals in 

the initial population explains why hypervolumes were larger for CG-CTS compared to CTS. The benefit 

of accounting for feasibility in the initial population was also previously reported by other studies (e.g. 

Datta et al., 2012; Haubelt et al., 2005). For the smallest individual size, feasible individuals only became 

nearly extinct for CG-CTS and CTS. From around generation 75, the number of feasible individuals 

plateaued at a low level, irrespective from their initial number (300 in CG-CTS vs. 14 in CTS). This 

explains why differences in hypervolume evolution between CG-CM and the constraint tournament 

selection approaches were less pronounced for the smallest individual size. 
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The loss of performance with increasing size of individuals was observed for all settings, independent 

from whether constraints were considered or which constraint-handling method was used (cf. Figs. 9 

and 10). Hypervolumes for CG-CM decreased on average by 10% and 38% when increasing the individual 

size from 41 to 100 and 400, respectively. The average performance loss was similar for the 

unconstrained optimization runs with 10% and 46%. 

Both, increases in runtime and decreases in performance with increasing individual size were caused by 

the exponential growth of the number of possible combinations (𝑁𝑁) that equaled 𝐾𝐾𝐽𝐽 in optimization 

runs without constraints, where 𝐾𝐾 is the number of possible land use options and 𝐽𝐽 is the number of 

spatial units (patches or grid cells). This amounted to 𝑁𝑁 ∈ {841,  8100, 8400}  possible options for each of 

the different individual sizes tested, respectively. If constraints are defined, 𝑁𝑁 is smaller, but cannot be 

predicted because the number of possible land use options varies across the spatial units and can be 

even variable for a single spatial unit when considering total area constraints.  

 

Despite the performance loss for larger individual sizes, CoMOLA with its implemented repair algorithm 

was able to detect a multitude of feasible solutions that significantly outperformed the status quo land 

use simultaneously for all objectives, and such a set of solutions might still have utility in real-world case 

studies (cf. Fig. A.5 in the Supplementary). This was also shown by Verhagen et al. (2018) who applied 

CoMOLA for 277 pasture farms and 141 fruit orchards, which equals a total individual size of 418, in the 

Kromme Rijn area (~219 km²) in the Netherlands to optimally allocate different agri-environment 

measures under consideration of both land use transition and total area constraints. The authors aimed 

to simultaneously maximize the yearly fruit yield profit, the potential habitat of the great crested newt 

(Triturus cristatus), and the aesthetic value of the landscape, while minimizing the loss in pasture 

production. The study also showed the potential of CoMOLA as a model integration and optimization 

framework to provide insights into the functional trade-offs associated with different management 

options and their respective potential to increase landscape multifunctionality. By using CoMOLA, 

Verhagen et al. (2018) further showed how landscape optimization approaches can be integrated into 

spatial planning and inform policy design and implementation. 

5. Conclusions 

This paper introduces CoMOLA as a tool for constrained multi-objective optimization of land use 

allocation and analyzed its functionality and performance using virtual data and simplified models under 

consideration of different levels of complexity. We found that CoMOLA is able to identify near-optimal 

solutions for up to four objectives and the smallest individual size tested (n = 41). If solutions close to 

the true Pareto front are sought, the individual size in an unconstrained optimization should therefore 
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not exceed a value of 120 (40) for two (eight) possible land use options, as this amounts to a potential 

decision space of 2120, similar to our smallest individual size experiment. Since constraints reduce the 

potential decision space, these limits might be higher for constrained optimization runs. 

This analysis found that further increasing the individual size can lead to a substantial loss of 

optimization performance. By using our approach of a constraint-controlled genome generation and 

repair mutation, CoMOLA was still able to identify multiple solutions that were significantly better than 

the status quo land use distribution in all objectives simultaneously. Thus, if it is sufficient to improve 

the status quo of a real-world case study without approaching true Pareto optimality, individuals with a 

size of several hundred might still be viable for decently sized computational resources. For an 

application at larger scales, it might become necessary to aggregate spatial units. Apart from that, time 

consuming simulation models can increase computational time dramatically if they have to be called 

repeatedly during the optimization. The use of meta-models (also called surrogate model) is therefore 

encouraged where feasible (Maier et al., 2014).  

 

Repair mutation was found to be advantageous over constraint tournament selection, at least for spatial 

optimization problems with transition and total area constraints. Repairing infeasible individuals is, 

however, computationally intensive and can thus require longer runtimes, depending on the strength of 

the pre-defined constraints. Each of our constraint scenarios included hard constraints, which we 

wanted to be satisfied by all means. In case a land use optimization problem includes only soft 

constraints, such as for example total area rules which should be matched only approximately, 

penalizing constraint violation during tournament selection could be a better option, preferably with a 

feasible initial population. 

 

CoMOLA is able to handle basic constraints on land use transition and the total area for each land use 

class. Future developments should focus on the implementation of more sophisticated constraints such 

as spatial relationships between land use types or compactness of land use patches (e.g. Eikelboom et 

al., 2015). To increase the efficiency of CoMOLA, it might be promising to implement and test further 

constraint-handling methods, such as crossover operators explicitly accounting for feasibility as 

proposed by García et al. (2017) and Karakostas and Economou (2014) or the repair mutation methods 

suggested by Schwaab et al. (2018b). It might also be worth utilizing more advanced many-objective 

evolutionary algorithms (Deb and Jain, 2014; Li et al., 2015; Rui et al., 2013) to overcome problems 

related to inefficient Pareto-based ranking and thus to include more than four objectives in future 

applications. 
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CoMOLA provides a generic framework for combining knowledge and models from various disciplines so 

that the best possible trade-offs between different landscape-related objectives can be explored. 

Stakeholders can participate in such a framework by defining optimization objectives and constraints as 

well as by critically evaluating the set of Pareto-optimal solutions to derive recommendations for 

desired land use and conservation strategies. It therefore has a high relevance and application potential 

for studies focused on spatial planning, integrated land and water management and any other field of 

research that aims to optimize spatial patterns for multiple objectives. 
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