
This is the final draft of the contribution published as: 

Teckentrup, L., Grimm, V., Kramer-Schadt, S., Jeltsch, F. (2018): 
Community consequences of foraging under fear 
Ecol. Model. 383 , 80 – 90 
 
The publisher's version is available at: 
 
http://dx.doi.org/10.1016/j.ecolmodel.2018.05.015 



1 

 

Community consequences of foraging under fear 1 

 2 

Lisa Teckentrupa,*, Volker Grimmb, Stephanie Kramer-Schadtc,d, Florian Jeltscha,e 3 

 4 

a Department of Plant Ecology and Nature Conservation, Inst. of Biochemistry and Biology, 5 

Univ. of Potsdam, Am Mühlenberg 3, DE-14476 Potsdam-Golm, Germany.  6 

b Helmholtz Centre for Environmental Research– UFZ, Department of Ecological Modelling, 7 

Permoserstrasse 15, DE-04318 Leipzig, Germany. 8 

c Leibniz Institute for Zoo and Wildlife Research, Department of Ecological Dynamics, 9 

Alfred-Kowalke-Straße 17, DE-10315 Berlin, Germany 10 

d Technische Universität Berlin, Department of Ecology, Rothenburgstr. 12, DE-12165 11 

Berlin, Germany 12 

e Berlin-Brandenburg Institute of Advanced Biodiversity Research (BBIB), DE-14195 Berlin, 13 

Germany. 14 

 15 

* Corresponding author.  E-mail address: lisa.teckentrup@uni-potsdam.de (L.Teckentrup) 16 

 17 

E-mail addresses of other authors:  18 

volker.grimm@ufz.de (V. Grimm) 19 

kramer@izw-berlin.de (S. Kramer-Schadt) 20 

jeltsch@uni-potsdam.de (F. Jeltsch) 21 

  22 



2 

 

Abstract 23 

Non-consumptive effects of predators within ecosystems can alter the behavior of individual 24 

prey species, and have cascading effects on other trophic levels. In this context, an 25 

understanding of non-consumptive predator effects on the whole prey community is crucial for 26 

predicting community structure and composition, hence biodiversity patterns.  27 

We used an individual-based, spatially-explicit modelling approach to investigate the 28 

consequences of landscapes of fear on prey community metrics. The model spans multiple 29 

hierarchical levels from individual home range formation based on food availability and 30 

perceived predation risk to consequences on prey community structure and composition. This 31 

mechanistic approach allowed us to explore how important factors such as refuge availability 32 

and foraging strategy under fear affect prey community metrics.  33 

Fear of predators affected prey space use, such as home range formation. These adaptations had 34 

broader consequences for the community leading to changes in community structure and 35 

composition. The strength of community responses to perceived predation risk was driven by 36 

refuge availability in the landscape and the foraging strategy of prey animals. Low refuge 37 

availability in the landscape strongly decreased diversity and total biomass of prey 38 

communities. Additionally, body mass distributions in prey communities facing high predation 39 

risk were shifted towards small prey animals. With increasing refuge availability the 40 

consequences of non-consumptive predator effects were reduced, diversity and total biomass 41 

of the prey community increased. Prey foraging strategies affected community composition. 42 

Under medium refuge availability, risk-averse prey communities consisted of many small 43 

animals while risk-taking prey communities showed a more even body mass distribution.  44 

Our findings reveal that non-consumptive predator effects can have important implications for 45 

prey community diversity and should therefore be considered in the context of conservation 46 

and nature management.  47 
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1. Introduction 52 

Predators affect prey populations in two different ways: directly by consuming and indirectly 53 

by evoking fear (Brown et al., 1999; Lima, 1998). While it is clear that consumption has 54 

negative consequences for prey populations, the impact of fear is not that obvious. Prey 55 

individuals sensing the presence of a predator may respond with morphological changes, for 56 

example, the development of spines against being eaten in Daphnia pulex  (Krueger and 57 

Dodson, 1981) or behavioral adjustments, such as increased vigilance behavior (Hunter and 58 

Skinner, 1998), alterations in group size (Creel and Winnie, 2005) or diurnal vertical migration 59 

(Stich and Lampert, 1981) in order to minimize predation risk. Additionally, fear effects can 60 

have profound consequences on ecosystem functioning due to cascading impacts on other 61 

species (Ripple and Beschta, 2004; Schmitz et al., 2004; Werner and Peacor, 2003). Due to the 62 

frequently reported losses of apex predators in many ecosystems (Estes et al., 2011), an 63 

understanding of indirect effects of predators on prey is of high importance to better understand 64 

and predict consequences for biodiversity and ecosystems.  65 

Common behavioral adjustments of animals perceiving predation risk are modifications in 66 

space use during foraging. In order to understand these modifications the “landscape of fear” 67 

concept has been developed, consisting of visual maps that quantify the spatial distribution of 68 

predation risk (Laundré et al., 2010, 2001). Predation risk perception can be measured by using 69 

established methods such as giving-up densities (Brown, 1988) or vigilance patterns (Altendorf 70 

et al., 2001). In combination with information about food availability and locomotion costs 71 

landscapes of fear can help to decipher and predict animal movement decision (Gallagher et al., 72 
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2017). Furthermore, landscapes of fear can be integrated in basic ecological concepts, such as 73 

the link between bottom-up and top-down control (Laundré et al., 2014).  74 

Adaptations in prey behavior due to perceived predation risk can have cascading effects on 75 

other species. These effects have been summarized under the term ‘behavior-mediated indirect 76 

interactions’ ( Dill et al. 2003, Werner and Peacor 2003). Behavior-mediated indirect 77 

interactions occur in manifold ecological communities with quantitatively significant effects on 78 

community dynamics, often exceeding the impact of density-mediated effects (reviewed in 79 

Werner and Peacor 2003). Experimental analysis of behavior-mediated effects is often 80 

challenging due to difficulties of disentangling direct and indirect effects. Nevertheless, by 81 

using playbacks from a predator, the domestic dog, Suraci et al. (2016) could show that 82 

increases in fear  reduce raccoon foraging on marine biota leading to cascading effects across 83 

multiple trophic levels in the intertidal food web. Thereby, fear of predators can act as an 84 

important ecosystem service that can structure communities and ecosystems (Ripple and 85 

Beschta, 2004).  86 

To date, most studies on behavior-mediated effects of predators on their prey either focused on 87 

specific behavioral adaptations on the level of single individuals (e.g. Lima and Dill 1990, 88 

Kotler et al. 1991, Jacob and Brown 2000) or on consequences for other trophic levels (e.g. 89 

Beckerman et al. 1997, Dill et al. 2003). However, consequences of fear at the prey community 90 

level are largely unknown, despite their potential implications for conservation and 91 

management. Non-consumptive effects have been shown to have strong negative impacts on 92 

reproduction of the prey (Zanette et al., 2011) e.g. via maternal effects (Boonstra et al., 1998; 93 

Sheriff et al., 2010). Furthermore, non-consumptive effects can exist in prey communities even 94 

if direct predation is low or not present (Creel and Christianson, 2008). An understanding of 95 

community responses to predation risk and the underlying mechanisms behind them is therefore 96 

important to predict how changing predator abundance affects prey community structures.  97 



5 

 

In this study, we assessed the consequences of non-consumptive predator effects on prey 98 

community structure and composition. Given the challenge to scale up from the behavior of 99 

individuals to the whole community structure, we applied an individual-based mechanistic 100 

model of home range formation in a mammalian prey community where individual space use 101 

is based on the trade-off between food availability and predation risk. It extends a modelling 102 

approach by Buchmann et al. (2011) which has been successfully applied to explain community 103 

responses to habitat loss and fragmentation (Buchmann et al., 2013), the importance of 104 

individual foraging movement for community structure (Buchmann et al., 2012) and to generate 105 

realistic landscape patterns of biodiversity in the context of matrix suitability (Prevedello et al., 106 

2016). The incorporation of fear in the model advances our understanding of the impact of 107 

predator-prey interactions on home range formation and the consequences for community 108 

structure and composition. 109 

A key concept in our model is the premise that behavioral strategies of animals under predation 110 

risk can be expected to have consequences on prey community structure. Animals adjust the 111 

time they spend in local foraging patches and the amount of food they exploit from them in 112 

response to perceived predation risk. Animals can adopt different foraging strategies in order 113 

to minimize predation risk. Animals that use a risk-averse strategy reduce foraging in risky 114 

patches to decrease the probability of encountering a predator. To compensate for the reduced 115 

food intake in risky patches, animals increase foraging activities in safe patches. This adaptation 116 

in foraging activities represents a commonly observed pattern in many animals such as fish 117 

(Rozas and Odum, 1988; Werner et al., 1983) and small mammals (Jacob and Brown, 2000; 118 

Simonetti, 1989). For example, under the presence of owls several gerbil species increase their 119 

food intake in bush microhabitats in contrast to open habitats since they offer shelter from avian 120 

predators (Kotler et al., 1991). In contrast to the risk-averse foraging strategy, animals with a 121 

risk-taking foraging strategy utilize food resources both in risky and safe patches. Risk-taking 122 

animals reduce the probability of predation in dangerous patches by using shorter foraging 123 
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bouts. These animals frequently use refuges or return to their den in order to escape from a 124 

predator. An example for this strategy are birds that directly fly to cover when detecting a 125 

predator (Schneider, 1984). By implementing contrasting foraging strategies of prey animals 126 

(risk-averse and risk-taking) in the model we assessed a possible spectrum of consequences of 127 

different strategies on the prey community in concert with landscape of fear effects. 128 

Additionally to the foraging strategy of prey animals under predation risk, refuge availability 129 

in the landscape plays an important role. If available, prey animals frequently use refuges in 130 

order to reduce predation risk (Lima and Dill, 1990). In aquatic systems, refuges are known to 131 

alter the impact of predation risk and can affect prey population dynamics and coexistence 132 

(Orrock et al., 2013). By varying the amount of refuges in the landscape we assessed how prey 133 

community structures are affected by refuge availability.  134 

Based on these premises, we specifically aim to assess the following hypotheses: (1) Perceived 135 

predation risk in the landscape impacting individual space use in prey species can shape prey 136 

community structures. (2) The interplay between the availability of high-quality refuges and 137 

foraging strategies of prey animals is a driving mechanism of prey community responses to 138 

predation risk. 139 

 140 

2. Methods 141 

2.1 Model overview 142 

The model simulates home range formation in a mammalian prey community based on food 143 

availability and perceived predation risk. It aims to gain a mechanistic understanding about 144 

space use behavior under fear and its consequences for community structure and composition. 145 

As our model focuses on the indirect effects of predation on space use, it does not include the 146 

direct effects of predator-induced mortality on individuals or communities over time. The 147 

model predicts how individual changes in behavior can affect the structure and composition of 148 
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prey communities, in turn allowing us to predict how non-consumptive predator effects can 149 

alter prey community metrics. It extends a successfully validated modelling approach 150 

developed by Buchmann et al. (2011) by integrating landscapes of fear and different foraging 151 

strategies of animals under predation risk. A detailed model description following the ODD 152 

(Overview, Design concepts, Details) protocol (Grimm et al., 2010, 2006) is provided in the 153 

Supplementary material, Appendix A. Here we only give an overview of the general model 154 

structure and processes. 155 

The individual-based and spatially-explicit model includes two entities: (1) Landscape cells, 156 

which are described by their location, the amount of food resources they contain and the 157 

predation risk that animals perceive in this cell, and (2) prey individuals, which are 158 

characterized by their body mass and their foraging strategy under predation risk (Tab.1). The 159 

body mass is used to calculate physiological traits such as energy requirements per day and 160 

movement costs of prey individuals via allometric relationships. In this study we focus on small, 161 

herbivorous mammals with a body mass ranging from 10g to 1000g. Predators are not modelled 162 

explicitly, but are represented by the predation risk in the landscape cells i. e. the landscape of 163 

fear. We assume generalist predators such as eagles, buzzards, foxes or lynxes.  164 

 165 

2.2 Landscape design 166 

The landscape is characterized by the distribution of food resources and predation risk. The 167 

whole landscape comprises 100x100 cells with each cell representing 4m². Landscape cells can 168 

be either productive, i.e. they contain food that can be consumed by animals or they are non-169 

productive and do not contain food resources. We assume that 30% of the landscape cells 170 

contain food. Productive food cells are distributed randomly in the landscape. Each productive 171 

cell initially contains food resources reflecting the average daily productivity in grass- and 172 

shrublands (0.685g/(m² ∙ day), Whittaker, 1975). From these food resources, we assume that 173 

80% of the food resources are lost to other taxonomic groups or not suitable for animal 174 
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consumption so that only 20% of the average daily productivity can be used by prey animals 175 

(see Buchmann et al., 2011 for further discussion on this value). Food resources are exploited 176 

by animals during the simulation and do not refill. Besides food resources, cells either have a 177 

high perceived predation risk (p-safety = 0.1) or a low perceived predation risk (p-safety = 0.9). 178 

All non-productive cells have a high perceived predation risk because we assume that a lack of 179 

vegetation corresponds with high perceived predation risk. This corresponds to landscapes in 180 

which animals have to cope with areas of hostile matrix in their home ranges which is typical 181 

for human-dominated landscapes such as clear-cuts in forests.  182 

Productive cells can have a high or a low perceived risk of predation. In the following, we use 183 

the term “risky habitat” for productive cells with a high perceived predation risk and “refuge” 184 

for productive cells with a low perceived predation risk. The proportion of refuges is a 185 

systematically tested model parameter. The distribution of perceived predation risk in the 186 

landscape represents the landscape of fear for the prey animals. We assume that the landscape 187 

of fear is static, i.e. the predation risk in the cells does not change during the simulation.  188 

 189 

2.3 Foraging strategies 190 

In the model we implemented two highly contrasting foraging strategies in separate model runs 191 

to explore a possible spectrum of consequences of different strategies on the prey community. 192 

We assume that individuals of both foraging strategies are central place foragers frequently 193 

returning to a central place, their den. The den is an absolute refuge where individuals do not 194 

face predation risk. Foraging strategies were tested separately, i. e. all individuals in a 195 

community had the same strategy. Moreover, we compared the two contrasting foraging 196 

strategies to a control foraging strategy in which animals do not respond to predation risk in the 197 

landscape, i.e. their food intake only depends on food availability and physiological constraints. 198 

The rationale of these two strategies is described in the following; their implementation is 199 

described below, in the process home range formation.  200 
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The foraging strategy of risk-averse individuals focuses on adaptations in food intake between 201 

patches with different predation risk. Risk-averse animals show a reduced food intake in risky 202 

habitat to minimize the time they are exposed to this high risk. To compensate the lower food 203 

intake under high risk, they forage more intensively in refuges and show an increased food 204 

intake in these patches compared to control individuals. These animals are facing indirect costs 205 

of their antipredatory behavior via the costs of missed opportunities. Risk-taking individuals 206 

deal with predation risk by adapting their activity patterns. In risky habitat, risk-taking animals 207 

show short foraging bouts with frequent returns to the den and hiding in refuges in order to 208 

minimize encounters with a predator. This behavior increases the energy costs of risk-taking 209 

animals in risky habitat. To cover the increased movement costs, they need to exploit more food 210 

resources to fulfill their daily energy requirements. In refuges, risk-taking individuals have the 211 

same activity patterns as animals of the control.  212 

The two foraging strategies represent simplified behavioral strategies of animals foraging under 213 

predation risk. The risk-averse foraging strategy allows to explore the consequences of 214 

adaptations in food intake under perceived predation risk on prey communities while the risk-215 

taking strategy focuses on consequences of increased movement costs due to perceived 216 

predation risk. By using these extreme and contrasting examples, we intend to gain a first 217 

overview of the spectrum of consequences that different foraging strategies have on prey 218 

community structures.  219 

 220 

2.4 Process scheduling 221 

Each simulation starts with the generation of a new landscape with a specific distribution of 222 

food and perceived predation risk. After the generation of the landscape, in each step of the 223 

model one additional new prey individual characterized by its body mass and foraging strategy 224 

searches for a home range in the landscape. The home range has to contain enough food 225 

resources to fulfill the animal’s energy requirements. If the individual finds a suitable home 226 
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range, it exploits the food resources within the home range. Otherwise, the individual is 227 

excluded from the community, we assume that the individual disperses to another area outside 228 

the simulated landscape or dies. Existing individuals in the landscape are not affected by newly 229 

added individuals. The simulation continues until the community is saturated, i.e. 100 230 

individuals (parameter ‘nfail’, see Supplementary material, Appendix A, Table A.2) have 231 

consecutively not been able to establish a home range in the landscape because they could not 232 

reach their energy requirements. In the following, we briefly describe the processes within the 233 

model (see Fig. 1 for an overview of processes in the model). 234 

 235 

2.4.1 Trait assignment 236 

In each model step a new prey individual characterized by its body mass and foraging strategy 237 

is created. The body mass of the new individual is drawn from a "body mass input distribution", 238 

a truncated power-law distribution with an exponent of -1.5 (see Supplementary material, 239 

Appendix A, Tab. A.2). This specific exponent was chosen since it yields realistic community 240 

structures (Buchmann et al., 2011, 2012). On the basis of the body mass further traits of the 241 

animal are calculated by using allometric relationships, namely the feeding rate, locomotion 242 

costs, maximum home range size and the share of food resources that is available to an animal 243 

per grid cell (see Supplementary material, Appendix A, Tab A.3). In addition to body mass, 244 

individuals are attributed a foraging strategy: either risk-averse, risk-taking, or control. 245 

 246 

2.4.2 Home range search and food consumption 247 

The key process of the model is the home range search of the newly created prey individual. 248 

The home range needs to contain enough food resources to cover the individual’s daily feeding 249 

rate and movement costs for foraging within the home range. Individuals are central place 250 

foragers frequently returning to a central place, their den, within their home range. This is 251 
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implicitly represented in the model by calculating the movement costs for the distance to a cell 252 

and the return.  253 

The home range search starts with the choice of a core cell, the central place of the home range 254 

where the den of the individual is located. This cell is chosen randomly from the pool of 255 

productive cells. The addition of a cell to the home range consists of two steps, the choice of 256 

which cell is added and the calculation of the food gain from the cell. The cell that is added 257 

next to the home range is chosen from the neighboring cells of the cell that was added last to 258 

the home range. We assume that the animal has a perceptual range of one cell, i.e. it can sense 259 

the food availability and the predation risk in the eight neighboring cells. For the decision, 260 

which of these cells is added to the home range the suitability of a cell is calculated by the 261 

product of food availability and predation risk: 262 

Suitability = p-food · p-safety            (1) 263 

The cell with the highest suitability is added to the home range. For the control, only the food 264 

availability is taken into account (Suitability = p-food). If several cells have the same suitability, 265 

the cell with the minimum distance to the core is chosen.  266 

After the decision for a cell, the food gain from this cell is calculated. The food gain is the 267 

difference between the exploited food and the movement costs: 268 

Food gain = Exploited food – Movement costs          (2) 269 

For the control and the risk-taking individuals the amount of exploited food is the arithmetic 270 

product of food availability in the cell (p-food) and the allometric magnitude of food 271 

exploitation (i-foodshare).  272 

Exploited food = p-food · i-foodshare           (3) 273 

For risk-averse individuals predation risk (p-safety) additionally affects food intake.  274 

Exploited food = p-food · i-foodshare · 2 · p-safety          (4) 275 

The factor 2 was chosen so that the food intake at a medium predation risk (p-safety=0.5) equals 276 

the food intake of the control. In safe cells (p-safety > 0.5), risk-averse animals have a higher 277 
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food intake than risk-taking and control animals whereas their food intake is reduced in 278 

dangerous cells (p-safety < 0.5). The factor i-foodshare leads to different feeding efficiencies 279 

in mammals depending on their body size. 280 

For control and risk-averse individuals movement costs are the product of the allometric costs 281 

(i-lococost) and twice the distance to the core cell (distancecore) as the individual has to move 282 

to the foraging cell and back to the central place.  283 

Movement costs = 2 · i-lococost · distancecore          (5) 284 

Risk-taking individuals have the same movement costs when predation risk is low (i.e. p-safety 285 

≥ 0.5). However, high predation risk (p-safety < 0.5) causes additional movement costs for risk-286 

taking individuals:  287 

Movement costs = 2 · i-lococost · distancecore + p-food · i-foodshare · (1 − 2 · p-safety)     (6) 288 

Movement costs in risk-taking individuals thus increase depending on the amount of food in 289 

the cell. We assume that the higher the food intake the more often the individual interrupts 290 

foraging to return to the den. Furthermore, movement costs in this case can also include costs 291 

of other adapted behavior not related to movement such as increased vigilance. Exemplary 292 

calculations for the different foraging types during home range search are shown in 293 

Supplementary material, Appendix A, Tab. A.4.  294 

If after adding a cell the food gain from the home range meets the daily energy requirements of 295 

the animal and the movement costs, the home range search was considered successful and the 296 

individual establishes its home range in these cells. If the amount of cells exceeds the maximum 297 

home range size before the energy requirements are achieved, the individual fails to find a home 298 

range and is excluded from the community, i.e. we assume that it disperses to another area 299 

outside the simulated landscape or dies. If the home range search was successful, food resources 300 

(p-food) of cells within the home range are reduced by the amount of exploited food calculated 301 

during the home range search. Due to fractal characteristics of food resources, animals only 302 

exploit a share of the available food resources in a grid cell and do not deplete food resources 303 



13 

 

completely. Therefore, the individuals entering subsequently are able to include cells that 304 

already have been exploited, leading to overlapping home ranges. A visual representation of 305 

exemplary home ranges for animals with different foraging strategies is shown in Fig. 2.  306 

 307 

2.4.3 Community saturation 308 

As the simulation progresses, an increasing number of individuals establish home ranges and 309 

deplete food resources within the landscape. This reduction in available food means that new 310 

individuals are less likely to establish home ranges. Thus, the community becomes saturated.  311 

Simulations were stopped if 100 individuals have consecutively not been able to find a home 312 

range. The sequential failure of individuals indicates that most accessible food resources in the 313 

landscape have been exploited and a further establishment of home ranges was not possible.  314 

 315 

2.5 Design and analyses of simulation experiments 316 

All simulations were conducted in Netlogo 5.3.1 (Wilensky, 1999). To compare the effect of 317 

different foraging strategies with a control foraging strategy we performed simulations for risk-318 

averse, risk-taking and control prey communities. All individuals in one simulation had the 319 

same foraging strategy. Furthermore, we varied the proportion of refuges in the landscape (from 320 

0 to 1, with an interval of 0.1). 30 repetitions were performed for each combination of foraging 321 

strategy and landscape configuration. Model output included body mass, size and location of 322 

individuals that successfully established a home range in the landscape and food availability in 323 

the landscape cells at the end of the simulation.  324 

To analyze the effect of body mass, initial food availability in the landscape and the proportion 325 

of refuges on the home range size we made additional simulations where only one individual 326 

established a home range in the landscape. We varied the body mass of the individual (from 327 

10g to 1000g), the initial food availability in the landscape (by reducing the default food 328 

availability from 100 to 10% of the initial food availability) and the proportion of refuges in the 329 
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landscape (from 0 to 100%). While varying one of these parameters, the others were kept 330 

constant, the body mass at 50g, the reduction in food resource availability at 0% and the 331 

proportion of refuges at 50%. For each combination 30 replicate simulations were conducted.  332 

Statistical analyses were conducted in R version 3.3.2 (R Core Team, 2016). To calculate 333 

Shannon diversity, species richness and evenness the package vegan (Oksanen et al., 2017) was 334 

used. For the calculation of these community metrics prey individuals were categorized into 335 

species depending on their body mass. We used a total number of 100 species. The right border 336 

of the body mass interval (in g) representing a species was defined by 10 + 𝑆1.5 with S as the 337 

species number from 0 to 100. The left border of the interval was the right border of the previous 338 

species. The exponent 1.5 was chosen in order to cover the range of possible body masses in 339 

the model. Additionally, we calculated community metrics for evenly spaced body mass 340 

intervals and for 10 species. All body mass intervals and species numbers yielded similar results 341 

(see Supplementary material, Appendix B, Fig. B.1 for a comparison of community metrics of 342 

different body mass intervals and species numbers). 343 

 344 

3. Results 345 

3.1 Space use patterns 346 

 To gain a better understanding of individual home range formation we compared the addition 347 

of cells to the home range between control, risk-averse and risk-taking individuals (Fig. 2). 348 

Results show that all individuals avoided including non-productive cells in their home range 349 

since they could not gain food resources from these. Individuals of the control consecutively 350 

added productive cells closest to the home range core, often resulting in circular home ranges. 351 

Risk-averse and risk-taking individuals preferred refuges, although possibly located further 352 

away from the home range center. From refuges, individuals could gain more food (risk-averse) 353 

or had lower movement costs (risk-taking) than in risky habitat. If the home range contained 354 
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risky habitat, risk-taking individuals needed to add more cells to their home range than risk-355 

averse individuals to cover the increased movement costs in this habitat.  356 

The individual’s home range size was the result of the interplay between its traits and the 357 

landscape configuration (Fehler! Verweisquelle konnte nicht gefunden werden.). Traits 358 

influencing the home range size were the daily energy requirements, the movement costs per 359 

distance unit and the foraging strategy under predation risk. The first two traits were determined 360 

by the body mass due to allometric relationships. Home range size increased with body mass 361 

as the individuals had higher energy requirements and movement costs (Fehler! Verweisquelle 362 

konnte nicht gefunden werden.a). Risk-taking individuals had larger home ranges than risk-363 

averse individuals and individuals of the control.  364 

Additionally, the landscape configuration affected the home range size. An important factor 365 

determining home range size was food resource availability in the landscape. Simulations 366 

always started with the same food resource availability but due to the depletion of food 367 

resources by animals that already established a home range, individuals that were chosen later 368 

in the simulation found a lower food resource availability in the landscape. Since the depletion 369 

by animals varied across simulations we reduced the initial overall food resource availability in 370 

the landscape to analyze the effect of food availability on individual home range size and 371 

compare between different foraging strategies (Fehler! Verweisquelle konnte nicht gefunden 372 

werden.b). The reduction in food resource availability led to an increase in home range size. 373 

Again, home range sizes of risk-taking individuals were generally higher than for risk-averse 374 

and control individuals. Concerning individuals of the risk-averse and the risk-taking 375 

behavioral type, the proportion of refuges also had an effect on the home range size. With 376 

increasing proportions of refuges home range size decreased (Fehler! Verweisquelle konnte 377 

nicht gefunden werden.c). Risk-averse individuals showed a larger decrease in home range 378 

size than risk-taking individuals.  379 
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Beside effects on home range formation, the behavioral response of animals to risk had 380 

consequences for the landscape usage by prey animals (Fig. 4). The overlap of home ranges per 381 

grid cell in low-risk and high-risk areas differed between foraging strategies (Fig. 4a). Risk-382 

averse communities showed a higher overlap of home ranges in risky habitat compared to 383 

refuges. The high food intake of risk-averse individuals in refuges caused a strong depletion of 384 

these resources. Consequently, these cells were occupied by few individuals (low density) 385 

profiting from the good resource conditions. Other individuals had to use risky habitat which 386 

could, due to the low food intake in these, be utilized by many individuals, resulting in a high 387 

overlap of home ranges in this area.  388 

The reverse pattern was found in risk-taking communities although the difference between risky 389 

habitat and refuges was much smaller here. Risk-taking individuals had the same food intake 390 

in risky habitat and refuges. Due to the preference for refuges, which bear lower movement 391 

costs, the home range overlap was higher in these than in the risky habitat.  392 

Furthermore, modified space use patterns of individuals due to the fear distribution had 393 

consequences for the exploitation of food resources in the landscape. The preference for refuges 394 

led to an unequal use of food resources in the landscape (Fig. 4b). Due to the increased foraging 395 

pressure in refuges, food resources were depleted to a higher degree (i. e. lower giving-up 396 

density) than food resources in risky habitat which had a higher giving-up density. This 397 

difference in depletion was more distinct for risk-averse individuals. 398 

 399 

3.2 Community effects 400 

The median body mass increased for both risk-averse and risk-taking individuals with the 401 

proportion of refuges indicating a shift in the community structure towards animals with a larger 402 

body mass (Fig. 5a). The increase was steeper in the community with risk-taking individuals 403 

than in the risk-averse for low proportions of refuges. For high proportions of refuges, the 404 

pattern was inverted, with a higher increase in median body mass of the risk-averse community 405 
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compared to the risk-taking community. Furthermore, risk-averse communities reached a 406 

higher median body mass under high proportions of refuges compared to risk-taking and control 407 

communities.  408 

Regarding the number of individuals in the community, risk-averse and risk-taking showed 409 

different patterns to increasing proportions of refuges (Fig. 5b). For the risk-averse community 410 

the number of individuals decreased with an increasing proportion of refuges, whereas it 411 

increased in the community of risk-taking individuals. The total biomass of the community 412 

represents the sum of the body mass of all individuals in the community. For the community of 413 

risk-taking and risk-averse individuals the total biomass increased with the proportion of 414 

refuges and in case of the risk-averse individuals even exceeded the total biomass of the control 415 

(Fig. 5c).  416 

Similar to the total biomass and the mean body mass, Shannon diversity and species richness 417 

increased with the proportion of refuges (Fig. 5d, 5e). Risk-taking prey communities showed a 418 

higher diversity for medium proportions of refuges than risk-averse prey communities. If no 419 

refuges were present in the landscape, risk-averse prey communities had a higher diversity than 420 

risk-taking communities. For high proportions of refuges the diversity and species richness of 421 

risk-averse communities were higher than the control. The evenness of the risk-taking 422 

community decreased with the proportion of refuges and was generally higher than the evenness 423 

of the control (Fig. 5f). In contrast, the evenness of the risk-averse prey communities showed a 424 

U-shaped pattern with the smallest evenness at medium proportions of refuges.  425 

In order to get further insights into the community structure we compared the distribution of 426 

body masses within the community for exemplary proportions of refuges (Fig. 6). The risk-427 

averse and the risk-taking communities both showed a clear shift to smaller individuals 428 

accompanied by a loss of large individuals for low proportions of refuges (Fig. 6a). In these 429 

scenarios, the body mass distribution is similar to the body mass distribution of control 430 

communities that are facing a reduced initial food availability of 20% of the default availability. 431 



18 

 

With increasing proportion of refuges the body mass distributions of the communities 432 

approximated each other. For a proportion of 50% of refuges the risk-taking community was 433 

nearly equal to the control while the risk-averse community still showed a shift towards animals 434 

with smaller body masses (Fig. 6b). If all cells were refuges, the body mass distribution in the 435 

control, the risk-averse and the risk-taking community was approximately the same (Fig. 6c).  436 

  437 

 438 

4. Discussion 439 

In this study we investigated the consequences of non-consumptive predator effects on prey 440 

community metrics by using a mechanistic model of individual home range formation. The 441 

results support our hypothesis that perceived predation risk shapes prey community structure 442 

due to modifications in prey space use. Furthermore, the model gives insights into the role of 443 

refuges and foraging strategies of prey animals for prey community structure. The availability 444 

of refuges increased general community metrics such as total biomass, mean body mass, species 445 

richness and Shannon diversity. Foraging strategies of prey individuals affected the 446 

composition of the prey community by shifting the body mass distribution towards smaller 447 

individuals occurring in high abundances. This shift was more pronounced in risk-averse than 448 

in risk-taking prey communities especially for a medium proportion of refuges.  449 

 450 

4.1 Foraging strategies under predation risk 451 

We compared the performance of prey communities using two contrasting foraging strategies 452 

under predation risk. Risk-taking animals have increased movement costs in areas with risky 453 

habitat since they return more often to refuges in order to escape from predators. To cover the 454 

increased movement costs, risk-taking animals need to exploit more food to fulfill their daily 455 
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energy requirements which results in larger home ranges. Home range overlap of risk-taking 456 

animals is slightly higher in refuges since they bear lower movement costs.  457 

Due to the higher food requirements of risk-taking animals, fewer individuals could be 458 

supported by the available food resources in the landscape resulting in decreased biomass and 459 

species richness at the community level compared to risk-averse communities and the control.  460 

In contrast to risk-taking prey, risk-averse animals face indirect costs of their antipredatory 461 

behavior via the costs of missed opportunities. Risk-averse individuals reduce their foraging in 462 

risky habitat and thus miss exploiting food resources in these parts of the landscape.  463 

Individuals balance the reduced food intake in risky habitat with intensive foraging in refuges. 464 

This behavior caused strong competition for food resources in refuges and a fast depletion of 465 

these by only a few animals. Therefore, risk-averse communities show a low overlap of home 466 

ranges in refuges. In risky habitat, low food exploitation by risk-averse animals results in a high 467 

overlap of home ranges. In comparison to risk-taking prey communities, risk-averse 468 

communities showed a higher biomass and species richness since their antipredatory behavior 469 

only reduced the access to food resources but did not lead to additional energy costs.  470 

Foraging strategies could be considered to be the result of different personality traits between 471 

individuals. The impact of individual differences in traits such as boldness and exploratory 472 

behavior on animal space use has been confirmed for many species (reviewed in Spiegel et al., 473 

2017). For example, starlings that spend more time on the ground have larger home ranges 474 

compared to starlings that spend more time on perches (Minderman et al., 2010). This is similar 475 

to larger home ranges of risk-taking individuals in the model.  Nevertheless, empirical studies 476 

have shown that animals often adapt their foraging decisions according to specific conditions 477 

(Lima, 1998). For example, hungry animals are more likely to use risky areas than well-fed 478 

animals (Gotceitas and Godin, 1991; Kohler and McPeek, 1989; Pettersson and Brönmark, 479 

1993), i.e. they switch between a risk-averse and a risk-taking strategy depending on their 480 

internal state. Obviously, the implemented foraging strategies in the model do not allow for 481 
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such an adaptive foraging behavior but they can give an initial overview about the spectrum of 482 

consequences that differences in foraging behavior can have. Further studies should refine the 483 

implemented foraging strategies by integrating more sophisticated trade-offs such as a direct 484 

feedback of perceived predation risk on the fitness of the animal and the possibility of 485 

adaptations in the behavior depending on the internal state and external conditions. 486 

Additionally, future studies could incorporate communities in which individuals follow 487 

different foraging strategies representing for example differences in personalities between 488 

individuals. This would allow to investigate which foraging strategies are favored under varying 489 

environmental conditions. 490 

Regarding community composition, risk-taking communities consisted of animals with larger 491 

body mass and a more even body mass distribution but lower number of individuals compared 492 

to risk-averse communities. Risk-averse communities were more shifted towards small 493 

individuals occurring at high abundance. The high number of individuals in risk-averse 494 

communities caused a high species richness while the uneven distribution of body masses 495 

resulted in lower evenness and Shannon diversity compared to risk-taking communities. 496 

Differences in community composition of risk-taking and risk-averse communities shed first 497 

light on the question which foraging strategy prey animals should use to maximize their fitness. 498 

Under low refuge availability a risk-averse strategy is preferable for small animals since their 499 

low energy requirements allow them to forage only in the refuges. Large animals with high 500 

energy requirements should follow a risk-taking strategy since it allows them to use additional 501 

food resources from risky habitat patches.  502 

 503 

4.2 Refuge availability 504 

Changes in prey community structure emerged from modified home range formation on the 505 

individual level. Individuals integrated areas with the maximum food availability and the lowest 506 

predation risk in their home ranges. In the model we used landscapes of fear varying in the 507 
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proportion of refuges to risky habitat in order to investigate the role of refuge availability for 508 

prey communities. On the individual level, prey home range sizes decreased with increasing 509 

availability of refuges (Fig. 3c). Within refuges, food gain of prey individuals was higher 510 

compared to risky habitat since they could exploit more food (risk-averse strategy) or had lower 511 

movement costs (risk-taking strategy). Therefore, the integration of refuges in the home range 512 

allowed animals to fulfill their food requirements by foraging in a smaller area.  513 

The use of refuges is a common strategy among animals in order to minimize predation risk 514 

(Lima and Dill 1990). Many animals show modifications in their space use due to changes in 515 

the landscape of fear, either on the scale of shifting their home ranges to other areas or by 516 

adapting the space use within the home range. For example, wild boars respond to variation in 517 

predation risk during the hunting season by shifting their home ranges towards protected areas 518 

where hunting is not allowed (Tolon et al., 2009). Deer and black bears respond to increased 519 

predation risk with adaptations within the home range e. g. by decreasing the usage of  ecotones 520 

and roads, respectively (Padié et al., 2015; Stillfried et al., 2015), the distance travelled and 521 

exploratory behavior (Marantz et al., 2016). Furthermore, refuge use leads to a heterogeneous 522 

distribution of food resources in the landscape. Due to the lower giving-up density in refuges 523 

food resources are depleted to a lower level compared to food resources in risky habitat (Fig. 524 

4b). These differences in food resource exploitation can induce trophic cascades (Werner and 525 

Peacor, 2003).  526 

On the community level, modifications in space use due to increased refuge availability had 527 

positive effects on prey community metrics, leading to higher species richness, diversity and 528 

total biomass. These results are in good agreement with empirical patterns found in coral reef 529 

fish assemblages showing increased species abundance and richness with refuge availability in 530 

reefs (Caley and St John, 1996; Hixon and Beets, 1993). Additionally, these results support the 531 

habitat heterogeneity hypothesis stating that environmental heterogeneity increases species 532 
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diversity (Bazzaz, 1975). Increasing availability of refuges causes a heterogeneous distribution 533 

of fear in the landscape and therefore allows more species to coexist.  534 

Moreover, refuge availability drives community composition in risk-averse and risk-taking 535 

animal communities. While there is a large difference in the number of individuals between 536 

risk-averse and risk-taking animals under low refuge availability, both communities show 537 

similar numbers of individuals under high refuge availability.  538 

In risk-averse communities low food availability in risky habitat allows only small animals the 539 

establishment of a home range while large animals are not able to find enough food to cover 540 

their food requirements. With increasing refuge availability, more food becomes available. As 541 

a result, large animals can establish home ranges and replace small animals. Due to higher food 542 

requirements of large animals the number of individuals in the community decreases while 543 

median body mass increases.  544 

By contrast, risk-taking animals face increased movement costs in risky habitat. Under low 545 

refuge availability these movement costs strongly increase the food requirements of the 546 

animals. Therefore, food resources in the landscape are depleted by fewer animals compared to 547 

risk-averse communities. With increasing refuge availability, movement costs decrease and 548 

more and larger animals can establish a home range in the landscape. Therefore, the number of 549 

individuals and the median body mass increase.  550 

For high levels of refuge availability, biomass, diversity and species richness of risk-averse 551 

prey communities even exceeded the values of the control. The high availability of refuges 552 

allows risk-averse animals to use nearly the whole landscape so that competition for refuges is 553 

reduced. Due to the intensive foraging in refuges, risk-averse animals can exploit even more 554 

food than animals of the control. However, the consumption of food resources at such a high 555 

rate would in reality only be possible if food resources refill very quickly, otherwise it would 556 

soon lead to a breakdown of food resources. Cases of mesopredator release have shown strong 557 

increases in the population of mesopredators under the absence of predation risk from top 558 
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predators accompanied by increased consumption of prey animals which can lead to the 559 

breakdown of prey populations (Elmhagen and Rushton, 2007; Ritchie and Johnson, 2009). 560 

Low levels of refuge availability led to a reduction of large animals and an increase of smaller 561 

animals in risk-averse and risk-taking communities compared to control communities. This 562 

shift towards animals with smaller body mass is similar to the shift that can be observed in 563 

control communities facing a decreased initial food availability. Similarities arise because the 564 

reduced food gain of risk-aware individuals in risky habitat is comparable to the food gain of 565 

control individuals in cells with a decreased food availability.  566 

 567 

4.3 Scaling up from the individual level to the community level 568 

 Linking different hierarchical levels the model bridges the gap between behavioral and 569 

community ecology. In our model, patterns emerge from underlying processes, which is crucial 570 

to understand complex interactions in ecosystems (Cabral et al., 2017) and to tease apart effects 571 

of bottom-up vs. top-down control on biodiversity.   572 

One reason why models often cover only one hierarchical level is the increasing complexity 573 

when integrating more levels (Grimm et al., 2017). Nevertheless, several examples show that it 574 

is possible to develop individual-based community models (e.g. for forests: Köhler and Huth 575 

1998, for fish communities: Giacomini et al. 2009). The crucial point to reduce the complexity 576 

in such models is to find a way to represent all species in a community, and their interactions, 577 

with the same basic approach. In forest ecology, gap models (Botkin et al., 1972; Bugmann, 578 

2001) have used this approach for decades. Animal community ecology has made progress in 579 

this direction, the key being a trait-based approach where species differ only in their 580 

parameterization, but not in their representation (Jeltsch et al., 2013b). In the presented model 581 

we further reduced complexity by using allometric relationships to calculate several 582 

physiological traits; again, this approach has been used in forest modelling for a long time. 583 
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Thus, individuals can be described only by their body mass and their specific foraging strategy 584 

under predation risk. 585 

 586 

4.4 Possible extension of the model: Temporal variation in predation risk  587 

The model predicts possible consequences of different landscapes of fear and foraging 588 

strategies on prey community structure emerging from adaptations in space use. However, the 589 

model focuses on spatial variation in predation risk and does not include temporal variation of 590 

that risk. The occurrence of temporal variation in risk is common in nature due to seasonal 591 

changes, varying light intensity during the lunar cycle or within a day (Dodson, 1990; Kotler et 592 

al., 1994; Werner, 1986). The risk allocation hypothesis states that animals should increase 593 

antipredator behavior during pulses of high risk and allocate foraging activities to pulses of 594 

low-risk (Lima and Bednekoff, 1999). Several studies have shown temporal adaptations in 595 

animals to minimize predation risk, e.g. gerbils that show the highest foraging activities during 596 

the darkest hours of the night (Kotler et al., 1994) or elk that shift from diurnal to nocturnal 597 

activity to avoid hunters (Visscher et al., 2017). It can be expected that such temporal 598 

adaptations have effects on the community level since they can affect competition between prey 599 

animals arising from changes in activity times. For the integration of temporal variation in 600 

predation risk in the model it would be necessary to explicitly include time and allow 601 

modifications of home ranges after an individual has settled at a specific location, including the 602 

displacement of individuals with an established home range by other individuals. Depending 603 

on the time scale, it might also be necessary to include further processes such as reproduction, 604 

mortality and dispersal. Nevertheless, it has been shown that the static approach developed by 605 

Buchmann et al. (2011) that we used here can capture realistic features of community 606 

composition and structure (Buchmann et al., 2011; Prevedello et al., 2016). 607 

 608 
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4.5 Implications for empirical research and nature management  609 

Our results reveal that perceived predation risk can shape prey community structures. Although 610 

adaptations in behavior and cascading effects on ecosystem functioning are widely known, risk 611 

effects on prey communities remain poorly studied (Creel and Christianson, 2008). A study on 612 

songbirds highlights the strong impact of perceived predation risk on reproduction (Zanette et 613 

al., 2011). Furthermore, landscapes of fear are expected to control the extent of bottom-up and 614 

top-down processes in prey populations (Laundré et al., 2014). Additionally, the concept of 615 

landscapes of fear can also be applied to apex predators. For example, a study by (Mech, 1977) 616 

showed that wolves are afraid of hunting close to the territories of neighboring packs. Thereby, 617 

they create buffer zones in which prey animals, such as deer can browse safely which can have 618 

cascading effects on the vegetation.  619 

Since risk effects are difficult to assess empirically, a combination of empirical and modelling 620 

studies might prove useful to investigate the consequences of fear in different prey communities 621 

(Jeltsch et al., 2013a). Empirical studies can provide information about the basic principles from 622 

which differences in community structure emerge, such as the configuration of the landscape 623 

of fear or the foraging behavior of prey animals concerning their decisions on which locations 624 

they choose for their home range. By integrating this information, the model can be applied to 625 

specific prey communities and allows the prediction of community structures and composition. 626 

Vice versa, the model provides mechanisms that are important for shaping community structure 627 

that could then be tested in empirical studies.  628 

The prediction of prey community structure under different conditions can prove useful since 629 

in many areas landscapes of fear are changing. Firstly, ecosystems face a loss of apex predators 630 

resulting in the loss of top-down control (Estes et al., 2011). Secondly, predators are 631 

reintroduced in ecosystems where they have been formerly present, leading to changes in the 632 

spatial distribution of prey animals which can affect other trophic levels (Kuijper et al., 2013). 633 

Thirdly, human activities affect the predation risk that animals perceive. These can be direct 634 
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risk effects on hunted species (Bonnot et al., 2013; Tolon et al., 2009) or indirect effects on 635 

non-target species (Mori, 2017). Furthermore, human activities and disturbances create 636 

landscapes of fear for predators and prey, which can decrease the strength of non-consumptive 637 

effects on prey animals due to adaptive behavior of predators (Oriol-Cotterill et al., 2015) and 638 

in case of the prey often exceed the predation risk perceived from natural predators (Ciuti et al., 639 

2012). Further research on the consequences for prey communities is necessary to estimate the 640 

effect of large predators on biodiversity.  641 

 642 

5. Conclusions 643 

The consequences of non-consumptive predator effects on prey communities are until now 644 

largely unknown since research focuses either on behavioral adaptations on the individual level 645 

(e.g. Altendorf et al. 2001, Martin et al. 2003) or on possible effects for other trophic levels and 646 

ecosystem functioning (Schmitz et al., 2004; Werner and Peacor, 2003). The presented model 647 

integrates behavior on the individual level with effects on the level of the prey community. This 648 

approach allows to link patterns at the community level with mechanistic processes on the 649 

individual level which is a central goal in ecology (Cabral et al., 2017). Our findings show that 650 

modifications in home range formation due to perceived predation risk shape prey community 651 

structures with important implications for biodiversity of the whole prey community. An 652 

understanding of the consequences of non-consumptive predator effects on prey communities 653 

is crucial under the current loss of apex predators in many ecosystems (Estes et al., 2011). 654 

Furthermore, anthropogenic land use and hunting modify existing landscapes of fear with 655 

potentially extensive consequences for animal communities (Kuijper et al., 2016). The model 656 

presented in this study helps to understand and evaluate the magnitude of general mechanisms 657 

such as refuge availability and foraging strategy affecting prey community responses under 658 

predation risk. Based on these results, further studies combining simulation models and 659 
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empirical studies can be designed to evaluate the impact of non-consumptive predator effects 660 

on prey communities. 661 
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Figures and Tables 667 

 668 

Figures in high resolution are uploaded as separate files. 669 

 670 

 671 

Fig. 1 Schematic overview of processes in the model. After initialization, a new individual is 672 

created and gets assigned certain traits. This individual searches for a home range in the 673 

landscape that fulfills its daily energy requirements. The addition of cells to the home range is 674 

based on food availability and perceived predation risk in cells. If the home range search is 675 

successful, the individual consumes the food resources within, otherwise it is excluded from 676 

the community. These steps are repeated until the community is saturated.  677 

(Single column fitting image) 678 
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 679 

 680 

Fig. 2 Example of individuals with a body mass of 50g accumulating cells to their home range. 681 

The black dot marks the home range center, the line marks the cells that the individual one after 682 

the other adds to its home range. Risk-averse and risk-taking animals both prefer refuges but 683 

differ in the food intake and movement costs per cell, resulting in the addition of more cells to 684 

the home range for risk-taking animals. For the landscape a proportion of 50% refuges was 685 

chosen. All productive cells contained the same amount of food resources, 0.548g dry biomass 686 

per cell. 687 

(2-column fitting image) 688 
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 689 

Fig. 3 Effect of body mass (a), resource availability (b), and the proportion of refuges (c) on 690 

home range size. The home range size of individuals is affected by the interplay of multiple 691 

parameters. To show these effects we analyzed the influence of single parameters on the home 692 

range of a single individual while keeping the others constant. The following constant values 693 

were chosen: Body mass of the individual: 50g (plot b, c); Food resource reduction: 0% (plot 694 

a, c); Proportion of refuges: 50% (plot a, b). Note the logarithmic scale on the y-axes and on 695 

the x-axis of plot (a).  696 

(Single column fitting image) 697 
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 698 

 699 

Fig. 4 Comparison between landscape usage in risky habitat and refuges. Figure 4a compares 700 

the number of overlapping home ranges per grid cell in risky habitat and refuges for the three 701 

different foraging strategies. Figure 4b shows the amount of food resources that are left in risky 702 

habitat respectively refuges at the end of the simulation. This represents the food density at 703 

which individuals cease including cells in their home range since it is not efficient anymore and 704 

is similar to the giving-up density which is often used in field experiments. A proportion of 705 

50% refuges in the landscape was used. Boxplots show the pooled distribution of the number 706 

of overlapping home ranges (a) or giving-up density (b) for all 30 repetitions. Black dots 707 

represent outliers of the distribution.  708 

(2-column fitting image) 709 
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 710 

 711 

Fig. 5 Changes in general community metrics over the proportion of refuges in the landscape. 712 

Results show the effect on the median body mass (a), the abundance (b), the total biomass of 713 

the community (c), Shannon diversity (d), species richness (e) and evenness (f) for different 714 

proportions of refuges in the landscape. 715 

(2-column fitting image) 716 

 717 
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 718 

Fig. 6 Body mass distribution in the community for different proportions of refuges. To estimate 719 

the effects of overall habitat productivity on body mass distribution an additional control was 720 

added with a reduced initial food availability of 20% of the default food availability. Density 721 

plots show the relative occurrence of body masses in the community to compare distributions 722 

with different absolute body masses. Note the logarithmic scale on the x-axis.  723 

(1.5-column fitting image) 724 

 725 

 726 
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 727 

 728 

Tab. 1: Entities and their state variables. 729 

Entity  

State variable 
Unit  Description 

Landscape cells 

p-food 

 

Dry biomass, g/(cell ∙ day) 

 

Food resource availability in cell 

p-safety - Safety of a cell, 

inverse to predation risk 

Individuals 

i-bodymass 

 

g 

 

Body mass of individual 

i-fear-type 

 

- 

 

Foraging strategy of individual 

under predation risk 

Allometric traits: 

    i-feedrate 

 

Dry biomass, g/day 

 

Amount of food resources that need 

at least be contained in the home 

range 

   i-lococost 

 

Dry biomass, g/cell 

 

Locomotion costs for moving one 

cell forward 

   i-maxhr 

 

cells 

 

Maximum home range size 

 

   i-foodshare - 

 

Defines magnitude of food 

resource exploitation 
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