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Abstract 11 

Both climate change and land use regimes affect the viability of populations, but they are often 12 

studied separately. Moreover, population viability analyses (PVAs) often ignore the effects of large 13 

environmental gradients and use temporal resolutions that are too coarse to take into account that 14 

different stages of a population’s life cycle may be affected differently by climate change. Here, we 15 

present the High-resolution Large Environmental Gradient (HiLEG) model and apply it in a PVA with 16 

daily resolution based on daily climate projections for Northwest Germany. We used the large marsh 17 

grasshopper (LMG) as the target species and investigated (1) the effects of climate change on the 18 

viability and spatial distribution of the species, (2) the influence of the timing of grassland mowing on 19 

the species and (3) the interaction between the effects of climate change and grassland mowing. The 20 

stage- and cohort-based model was run for the spatially differentiated environmental conditions 21 

temperature and soil moisture across the whole study region. We implemented three climate change 22 

scenarios and analyzed the population dynamics for four consecutive 20-year periods. Climate 23 

change alone would lead to an expansion of the regions suitable for the LMG, as warming accelerates 24 

development and due to reduced drought stress. However, in combination with land use, the timing 25 

of mowing was crucial, as this disturbance causes a high mortality rate in the aboveground life 26 

stages. Assuming the same date of mowing throughout the region, the impact on viability varied 27 

greatly between regions due to the different climate conditions. The regional negative effects of the 28 

mowing date can be divided into five phases: (1) In early spring, the populations were largely 29 

unaffected in all the regions; (2) between late spring and early summer, they were severely affected 30 

only in warm regions; (3) in summer, all the populations were severely affected so that they could 31 

hardly survive; (4) between late summer and early autumn, they were severely affected in cold 32 

regions; and (5) in autumn, the populations were equally affected across all regions. The duration 33 
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and start of each phase differed slightly depending on the climate change scenario and simulation 1 

period, but overall, they showed the same pattern. Our model can be used to identify regions of 2 

concern and devise management recommendations. The model can be adapted to the life cycle of 3 

different target species, climate projections and disturbance regimes. We show with our adaption of 4 

the HiLEG model that high-resolution PVAs and applications on large environmental gradients can be 5 

reconciled to develop conservation strategies capable of dealing with multiple stressors. 6 

 7 

Highlights: 8 

• Explore spatial viability of terrestrial species given dynamic external drivers 9 

• High-resolution climate data are coupled to a demographic locust population model 10 

• Climate change alone would benefit the locust in Northwest Germany 11 

• Climate and land use interact nontrivially thus timing of mowing gets crucial 12 

• Smart conservation planning should adapt mowing schedule to locally varying climate 13 

 14 

Key words: climate change, land use, population viability analysis, stage-based model, high 15 

resolution, environmental gradients 16 

1 Introduction 17 

In terrestrial ecosystems, land use and climate change are two dominant factors driving biodiversity 18 

loss (Millennium Ecosystem Assessment, 2005). The risk of species loss can be estimated using 19 

simulation models that support population viability analysis (PVA) in changing environments. PVAs 20 

are used to assess the viability of species and populations as a function of species parameters such as 21 

the population growth rate, environmental conditions such as food availability and anthropogenic 22 

impacts such as the fragmentation and deterioration of habitats (Beissinger and McCullough, 2002; 23 

Coulson et al., 2001). These analyses are of great value in conservation biology to decide where, 24 

when and how which species should be protected. 25 

While PVAs are widely performed (Chaudhary and Oli, 2020; Pe’er et al., 2013; Stephens, 26 

2016), most of them address small areas, build on aggregated demographic rates and use low 27 

temporal resolutions (e.g., years). In recent years, however, it has become increasingly clear that 28 

three interrelated factors need to be considered in PVAs to broaden their scope. First, a large spatial 29 

extent can be important to capture relevant environmental gradients. Second, considering all life 30 

stages, i.e., the full life cycle of a species is relevant (Radchuk et al., 2013) because stages respond in 31 

different (Levy et al., 2015) or even contrary ways (Cordes et al., 2020) to changes in the 32 

environment caused, for example, by climate change. Third, the high temporal resolution of climate 33 

data has proven relevant for improving modeling results (Radchuk et al., 2014), for instance, to 34 
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capture the impact of extreme conditions (Ma et al., 2015). The second and third factors are 1 

interrelated, as capturing the response of different life stages to external conditions requires high-2 

resolution data. Yet, to our knowledge, only few studies so far use such highly resolved external 3 

drivers, especially in combination with spatial gradients and distinguishing different life stages 4 

(Bonnot, 2016; Green et al., 2014; Schmidt and Zinkernagel, 2017; Thompson et al., 2012). 5 

Here, we present the High-resolution Large Environmental Gradient (HiLEG) model, a spatially 6 

differentiated stage- and cohort-based simulation model that allows us to use daily time steps, to 7 

mechanistically examine the interrelations between population dynamics and external drivers, such 8 

as climate and land use. The HiLEG model is designed to be used for different terrestrial animal 9 

species by specifying a corresponding set of parameters and external drivers along large 10 

environmental gradients. 11 

We use climate data with a daily temporal resolution and a spatial resolution of 12 x 12 km² 12 

grid cells and that widely cover Northwest Germany. In each climate cell, a representative patch of 13 

grassland is considered. Similar to a sensitivity analysis, the comparison of the model results for 14 

different climate cells allows the exploration of the dependence of population viability on climate 15 

change and land use as well as the interaction between the two factors. 16 

Experimental data on the impact of climate parameters such as temperature, precipitation and 17 

soil moisture on population dynamics are usually scarce and uncertain, which is also the case in the 18 

present study. The output of the model simulations is thus too uncertain to make quantitative 19 

predictions on the future development or viability of a target species. However, relative predictions 20 

and comparative analyses are usually robust to data uncertainty (Drechsler et al., 2003; McCarthy 21 

and Possingham, 2014), for example, if they address the influence of an environmental factor on the 22 

ranking of habitats or land use measures with regard to their suitability for a species. The present 23 

PVA is such a relative analysis. 24 

As a first application, we parametrized the HiLEG model for the well-studied large marsh 25 

grasshopper (LMG, Stethophyma grossum) in cultivated grasslands of Northwest Germany and 26 

simulated its population dynamics for the years 2000-2079, given different climate change scenarios 27 

and schedules for grassland mowing. The LMG prefers wet meadows and marshes as habitats, while 28 

its life stages are affected differently by climate conditions and the timing of grassland mowing: 29 

Warm temperatures accelerate hatching and larva development while spring and autumn droughts 30 

degrade eggs located below ground. Mowing is highly lethal for larvae and imagines because they 31 

can hardly escape the harvesters. The LMG is partly considered threatened in the federal states of 32 

Northwest Germany (Winkler, 2000) and therefore of high relevance for local conservation agencies. 33 

While recent studies project this species will benefit from elevated temperatures caused by climate 34 

change (Poniatowski et al., 2018; Trautner and Hermann, 2008), they state that extended droughts 35 
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and anthropogenic disturbances such as mowing and grazing – depending on their timing – can still 1 

pose a threat to its survival (Löffler et al., 2019; Poniatowski et al., 2018). 2 

Our model allows simulating the combined effects of different scenarios of climate change and 3 

mowing schedules on LMG population dynamics. Therefore, it helps to evaluate possible 4 

conservation measures by assessing how the timing of grassland mowing can be altered to adapt to 5 

climate-induced shifts in the LMG life cycle. To this end, the model considers temporal changes and 6 

spatial heterogeneity in essential climate variables. In principle, our model is also able to consider 7 

spatial heterogeneity in other factors, such as habitat size, food competitors, predators and land use. 8 

However, the aim of the model is not to investigate real land use patterns with spatially 9 

heterogeneous mowing dates or other heterogeneous features in the study region. Rather, our 10 

model aims to solve the problem of coupling high-resolution climate data into a demographic model 11 

and investigating how the dynamics of local LMG populations are affected by the locally changing 12 

climate and selected mowing schedules. Specifically, the following questions are addressed: (1) How 13 

do population density and viability shift regionally, given different climate change scenarios? (2) 14 

Which mowing schedule has the least negative impact on the overall population density and viability 15 

in the study region? (3) Does the mowing impact severity depend on the spatial location (with its 16 

specific climate)? 17 

2 Material and methods 18 

Our case study involves four main components: the study region (Northwest Germany and the 19 

surrounding areas), the target species (LMG), climate data (projections until 2080) and land use 20 

(grassland mowing). These components are described in the following subsections. Furthermore, the 21 

HiLEG model, which simulates the interplay between these components, is introduced in subsection 22 

2.6. 23 

2.1 Study region 24 

The study region is Northwest Germany and the surrounding areas (Figure 1), for which climate 

projections were available (section 2.3). More precisely, those regions are the federal states of 

Schleswig-Holstein, Lower Saxony, Hamburg and Bremen as well as surrounding areas of Germany, 

Denmark and the Netherlands. The spatial resolution of the grid cells areas of 12 x 12 km2 yields 968 

terrestrial grid cells within the study region. 



5 

 

 
Figure 1: Spatial representation of the study region and its subareas. Each terrestrial grid cell (shades of green and 
yellow) has an area of 12 x 12 km2. Northwest Germany is highlighted by a thick black outline. Abbreviations: 
DE=Germany, DK=Denmark, HB=Bremen, HH=Hamburg, LS=Lower Saxony, NL=the Netherlands, SH=Schleswig-Holstein. 
The blue areas show the North and Baltic Seas. 

 

2.2 Target species 

The LMG (S. grossum) (Linné 1758) is a well-studied locust species that is widely distributed in 

Central European grass- and wetlands (Heydenreich, 1999). Though the grasshopper itself tolerates a 

wide range of temperatures and humidity, the high water demand of its eggs restricts the LMG to 

wet habitats such as meadows and marshes (Ingrisch and Köhler, 1998; Koschuh, 2004). During a 

year, it develops through three consecutive life stages (Figure 2), which often overlap to some degree 

within a population: (1) egg/embryo, typical timing between July and June of the following year, 

below ground; (2) larval, May-October, above ground; (3) imago, July-October, above ground; 

(Heydenreich, 1999; Ingrisch and Köhler, 1998; Kleukers et al., 1997; Köhler and Weipert, 1991; 

Malkus, 1997; Marshall and Haes, 1988; Oschmann, 1969). Stage 1 goes through additional 

development phases that are included in our model: The embryo development inside the egg is 

interrupted by a diapause to prevent too early development under rather good conditions, and an 

extended cold period is needed to break this diapause. Furthermore, for ideal development, the eggs 

need to be exposed to contact water before and after winter (Ingrisch, 1983), i.e., they must be 

covered with water or lie in moist soil. 

Similar to other locusts, the LMG is regarded as an indicator for the quality of grassland 

habitats (Báldi and Kisbenedek, 1997; Heydenreich, 1999; Keller et al., 2012; Keßler et al., 2012). It is 

considered threatened in parts of the study region, e.g., according to the red lists for Schleswig-
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Holstein (Winkler, 2000) and Germany (Blab et al., 1984; Maas et al., 2002). To our knowledge, more 

recent lists are not available. 

The climate conditions within the LMG’s habitat have different implications for population 

development. Warm temperatures accelerate embryo hatching in spring (Wingerden et al., 1991) 

and larval development during summer (Ingrisch and Köhler, 1998; Uvarov, 1977). A sustained dry 

upper soil layer (depth of 2-10 cm) before and after winter causes drought stress during egg/embryo 

development (Ingrisch, 1983). Considering both factors in terms of climate change, there are two 

implications for the LMG. On the one hand, increasing temperatures might be beneficial because the 

accelerated species development could lead to larger population densities and therefore promote 

dispersal to new habitats (Poniatowski et al., 2018; Trautner and Hermann, 2008). On the other 

hand, extended droughts could threaten hygrophilous species like the LMG (Löffler et al., 2019), 

especially if they occur during spring or autumn, by inhibiting egg and embryo development. 

 

 
Figure 2: Yearly life cycle of the LMG, including the influence of external drivers. Black life stage symbols and circular 
arrows represent processes between and during life stages, where the life stage egg/embryo is subdivided into three 
phases (broken arrow). The typical ranges of the life stage occurrences are indicated in gray. The inner circle depicts 
months, where the color indicates seasonal changes in temperature. The influence of the external drivers of 
temperature, soil moisture and mowing is shown by colored symbols and arrows. Mowing impact is distinguished into 
high (aboveground) and low (belowground) mortality. 

 

Mowing is particularly harmful during the aboveground phase, as larvae and imagines can 

hardly escape the harvesters and are mostly killed (Malkus, 1997; Marzelli, 1997). Eggs and embryos, 

however, are only mildly affected by the mechanical soil disturbances of harvesters. Therefore, 

extensive grassland mowing with 1-2 cuts during the belowground phase, i.e., early or late in the 

year, is not considered problematic. It can even benefit the LMG by maintaining the grasshopper’s 

favored microclimate in an open and heterogeneous vegetation structure (Malkus, 1997; Miller and 
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Gardiner, 2018; Sonneck et al., 2008). To limit complexity, other factors of grassland suitability, such 

as vegetation structure or food availability, are not included in this study and are instead considered 

ideal for LMG development. 

2.3 Climate data 

The climate data are taken from high-resolution scenario simulations generated by the regional 

climate model COSMO-CLM1 (CCLM4-8-17) introduced by Keuler et al. (2016). For our study, this 

regional model was driven at its lateral boundaries by simulation results of the global model ICHEC2-

EC-EARTH and three Representative Concentration Pathways (RCPs): RCP2.6, RCP4.5 and RCP8.5. 

These pathways represent potential climate developments with different global warming rates for 

the 21st century. The number indicates the equivalent of additional radiative forcing in W m-2 (van 

Vuuren et al., 2011) of the increasing greenhouse gas concentrations by the year 2100. Hereafter, 

the climate change scenarios will be distinguished by action taken towards reducing CO2 emissions: 

full force (FF, RCP2.6), moderate (MOD, RCP4.5) and business as usual (BAU, RCP8.5). The regional 

model provides time series of daily climate data values (mean or sum) that are spatially resolved to 

grid cells of size 12 x 12 km2. Common in such regional models, these cells are located in a rotated 

pole grid coordinate system. COSMO-CLM only provides a single climate projection per global model, 

RCP and grid cell that would have limited HiLEG to deterministic time series within a climate change 

scenario. To mitigate this limitation for the stochastic model processes (section 2.5), we resampled 

the climate time series per replicate run by randomly rearranging the years without losing the long-

term trend (see Supplements S2 and S4, section 5). From the available data, we used time series for 

the years 1995-2080, with the regional model providing simulated data from 2006 onwards. Only the 

data before 2006 are readings of actual meteorological values. 

We considered three climate parameters relevant for the LMG population dynamics as 

implemented in our model: surface temperature (ts) [°C], contact water (cw) [kg m-2] and relative 

humidity-upper ground (rhug) [%]. Parameter ts is explicitly calculated by the climate model 

described below and simply referred to as temperature hereafter. The parameters cw and rhug are 

deduced from other provided time series (see Supplement S1). They were established because a 

sufficient amount of contact water and humidity in the upper soil layer is relevant for the LMG egg 

development, as described by Ingrisch (1983). Throughout the model, cw and rhug are used in 

combination and are therefore referred to by the joint term humidity hereafter. 

Additionally, we introduced the parameter relative soil moisture content (rsmc) [%], hereafter 

referred to as soil moisture. It is a representation of the parameter total soil moisture content (mrso) 

                                                           
1 Consortium for Small-scale Modeling in Climate Mode 
2 Irish Centre for High-End Computing 
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[kg m-2] calculated by the climate model divided by its yearly maximum values. Soil moisture and 

humidity are correlated parameters, as both depend on mrso (see Supplement S1, equations S1-2, 

S1-7 and S1-10). In our analysis, we mainly focus on soil moisture for reasons of simplicity. It is closer 

to parameters considered by stake holders (e.g., total soil moisture, precipitation) than the more 

abstract parameter humidity (in terms of our model) and is thus easier to comprehend. Together 

with the parameter temperature, projections of soil moisture for the years 2000-2080 are given in 

Figure 3. Their spatial distributions in the study region are shown in Figure 5. 

 

 
Figure 3: Projections of the annual mean values for the climate parameters temperature (A) and soil moisture (B) for the 
years 2000-2080. Climate change scenarios FF, MOD and BAU are indicated by colors (and labels). The thin lines show the 
actual means of the parameter values; the thick lines show the smoothed trends. 

2.4 Land use 

Anthropogenic influence on the model species is represented by mechanical mowing as a scheduled 

grassland use measure. It is executed uniformly over the whole study region once per year at the 

beginning of the same calendar week (mowing day). Within our model, mowing has a solely negative 

effect on the model species, but with different severities for the below- and aboveground 

populations. Other indirect effects of mowing are not included in the model (see section 2.2). 

2.5 Simulation output 

For each simulation scenario, we generated fifty replicate runs (using different random seeds) to 

account for stochasticity (section 2.6, Table 3). To assess and compare the suitability of different 

regions for population viability under different scenarios, we focused on two output values per grid 

cell: the mean population density (referred to as ‘mean density’ hereafter) over the full simulation 

duration and all replicates and the mean population lifetime (referred to as ‘mean lifetime’ 

hereafter) over all replicates. 

Note that the maximum duration of simulation runs limits the lifetime to 20 years in our 

analysis. Values close to 20 years hint at population survival over the whole simulation duration in 

most (or all) replicates, and, thus, hint at good conditions for longer persistence as well. 
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2.6 Model description 

A full model description following the ODD (Overview, Design concepts, Details) protocol (Grimm et 

al., 2020, 2006) is provided in Supplement S4. Here, we provide a ’Summary ODD’ (Grimm et al., 

2020), which includes the models’ overall rationale, an overview of the entities and processes, and 

verbal descriptions of the key processes. In the following, ODD keywords are in italics and capitals. 

The HiLEG model is applied to the life cycle of the LMG, whose life stages are affected by 

climate and land use. Climate conditions affect development and mortality, while land use (mowing 

events) induces additional mortality, especially during the aboveground phase. By its present 

parameterization, the model is nonspatial in the sense that the local LMG populations do not interact 

with each other. Spatial heterogeneity in land use and biotic variables such as habitat size are 

ignored. However, the essential climate variables are spatially differentiated to apply the model to 

spatial gradients in climate change scenarios, covering Northwest Germany and the surrounding 

regions (Figure 1). The PURPOSE of the model is to answer the following questions: (1) How do the 

population density and lifetime shift regionally, given different climate change scenarios? (2) Which 

mowing schedule has the least negative impact on the overall population density and viability in the 

study region? (3) Does the mowing impact severity depend on the spatial location (with its specific 

climate)? 

The empirical PATTERNS used to ensure that the model is sufficiently realistic for its purpose 

are the observed features of the life cycle and their sensitivity to environmental conditions, which 

were taken from the literature. These patterns were used for the model’s design. The model output 

in terms of the population structures, densities and persistence were not compared to other data, as 

such data are sparse. Therefore, all model predictions are relative, not absolute. The model was 

implemented in C++. The source code of the model implementation, the executable program and the 

input files used for the simulations runs are available via a GitLab repository3. 

The model has the following ENTITIES: Grid Cells (defining environmental conditions), and 

Population per grid cell comprised of Life Stages, which are comprised of age-distinguished Cohorts. 

Flows are auxiliary entities that manage the density transfer between Life Stages or their loss 

through mortality. Table 1 provides an overview of the model’s entities and their STATE VARIABLES. 

The LMG develops through three main Life Stages during a year (section 2.2). Following Ingrisch 

(1983) and Wingerden et al. (1991), we divided the egg/embryo stage into prediapause, diapause 

and postdiapause development (called ‘embryo’ hereafter) to account for the clutch’s different 

susceptibility to climate conditions in autumn, winter and spring. 

                                                           
3 HiLEG GitLab repository: https://git.ufz.de/leins/hileg 

https://git.ufz.de/leins/hileg
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This subdivision yields five Life Stages: (1) prediapause, (2) diapause, (3) embryo, (4) larva, and 

(5) imago. Stages 1 to 3 occur below ground, and stages 4 and 5 occur above ground. Furthermore, 

stages 2 and 4 can have multiple Cohorts to account for survival over several years in case of 

conditions during winter that are unsuitable for development and to account for different 

temperature-driven development speeds depending on the hatching date.  
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Table 1: Overview of the model’s entities (first column) and their state variables (second column). The text in 
parentheses of columns one and two represents the entity’s or state variable’s symbol when used, e.g., in equations. The 
third column gives the (initial) value(s) of the state variables, the fourth column gives their units (if any). In the fifth 
column, a brief description of the state variable is provided. The indexes for location and time step that distinguish 
entities and their dynamically changing states are implied and not explicitly specified in the identifier. The parameter 
Ahab=62,500 m2 is the habitat size modeled for a population. 
Entity 
(symbol) 

State variable 
(symbol) Value(s) Unit Description 

Population 
(𝑃𝑃) 

coordinates 
(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥,𝑦𝑦) 𝑥𝑥,𝑦𝑦 ∈ [1,36]  

 Index of rotated pole grid 
coordinates (see the main text) 

set of life stages 
(𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) {𝑆𝑆𝑝𝑝𝑝𝑝𝑠𝑠 ,𝑆𝑆𝑑𝑑𝑑𝑑𝑠𝑠 , 𝑆𝑆𝑠𝑠𝑒𝑒𝑒𝑒 ,𝑆𝑆𝑙𝑙𝑠𝑠𝑝𝑝 , 𝑆𝑆𝑑𝑑𝑒𝑒𝑠𝑠}  

 Distinguished life stages of the 
target species 

density (𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑃𝑃) ∑{𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑠𝑠,𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠 ,𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠𝑒𝑒𝑒𝑒 ,𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑙𝑙𝑠𝑠𝑝𝑝,𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑠𝑠}  ind. m-2 Summed life stage densities 

aboveground density 
(𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑠𝑠𝑒𝑒𝑎𝑎𝑎𝑎𝑠𝑠𝑃𝑃 ) ∑{𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑙𝑙𝑠𝑠𝑝𝑝,𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑠𝑠}  

ind. m-2 Summed density of the 
aboveground life stages 

minimum density 
(𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑑𝑑𝑚𝑚) 1 𝐴𝐴ℎ𝑠𝑠𝑒𝑒⁄   ind. m-2 Minimum of one individual per 

habit 

Life Stage 
(𝑆𝑆𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠) 

name ∈ {𝑝𝑝𝑐𝑐𝑑𝑑,𝑐𝑐𝑑𝑑𝑑𝑑, 𝑑𝑑𝑒𝑒𝑒𝑒, 𝑙𝑙𝑑𝑑𝑐𝑐, 𝑑𝑑𝑒𝑒𝑑𝑑}   Name of the distinguished life 
stages 

set of cohorts 
(𝑆𝑆𝑐𝑐𝑎𝑎ℎ𝑎𝑎𝑝𝑝𝑠𝑠𝑠𝑠𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠 ) {𝐶𝐶𝑒𝑒, . . ,𝐶𝐶𝑚𝑚}, {𝑒𝑒,𝑑𝑑} ∈ 𝑁𝑁   Distinguished cohorts associated 

with the life stage 

density (𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠) ∑{𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒, . . ,𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑚𝑚},{𝑒𝑒,𝑑𝑑} ∈ 𝑁𝑁 ind. m-2 Summed densities of the 
associated cohorts 

gain (𝑔𝑔𝑑𝑑𝑑𝑑𝑑𝑑𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠)  ind. m-2 Summed total flow amount of the 
incoming flows (see below) 

aboveground flag 
(𝑑𝑑𝑒𝑒𝑐𝑐𝑎𝑎𝑑𝑑𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠) ∈ {𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝐹𝐹𝐴𝐴𝐹𝐹𝑆𝑆𝑇𝑇}  

 Boolean flag defining whether the 
stage occurs above ground 

maximum age 
(𝑑𝑑𝑔𝑔𝑑𝑑𝑒𝑒𝑠𝑠𝑥𝑥

𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠) ∈ {210,1700,120,90,120}  days Maximum age of the associated 
cohorts 

Cohort 
(𝐶𝐶𝐼𝐼𝐼𝐼) 

ID ∈ 𝑁𝑁   Unique cohort identifier 
density (𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝐼𝐼𝐼𝐼)  ind. m-2 The cohort’s individual density 
age (𝑑𝑑𝑔𝑔𝑑𝑑𝐼𝐼𝐼𝐼)  days Age in days since cohort creation 
development 
progress (𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠) ∈ [0,1]   The ratio of development 

compared to full development 
developing flag 
(𝑐𝑐𝑑𝑑𝑎𝑎𝐼𝐼𝐼𝐼) ∈ {𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝐹𝐹𝐴𝐴𝐹𝐹𝑆𝑆𝑇𝑇}   Boolean flag defining the use of 

𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼 (see the main text) 

Flow 
(𝐹𝐹𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠) 

type (type) ∈ {𝑡𝑡𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑, 𝑐𝑐𝑑𝑑𝑝𝑝𝑐𝑐,𝑒𝑒𝑐𝑐𝑐𝑐𝑡𝑡}   Defines how the flow is processed 
life stage of origin 
(𝑐𝑐𝑐𝑐𝑑𝑑𝑔𝑔) ∈ {𝑆𝑆𝑝𝑝𝑝𝑝𝑠𝑠 ,𝑆𝑆𝑑𝑑𝑑𝑑𝑠𝑠 , 𝑆𝑆𝑠𝑠𝑒𝑒𝑒𝑒 ,𝑆𝑆𝑙𝑙𝑠𝑠𝑝𝑝 , 𝑆𝑆𝑑𝑑𝑒𝑒𝑠𝑠}  

 Life stage used to determine the 
amount of flow 

life stage of 
destination (𝑐𝑐𝑑𝑑𝑑𝑑𝑡𝑡) �

𝑒𝑒𝑐𝑐𝑐𝑐𝑡𝑡 𝑑𝑑𝑖𝑖𝑡𝑡𝑦𝑦𝑝𝑝𝑑𝑑 = 𝑒𝑒𝑐𝑐𝑐𝑐𝑡𝑡
∈ {𝑆𝑆𝑝𝑝𝑝𝑝𝑠𝑠 ,𝑆𝑆𝑑𝑑𝑑𝑑𝑠𝑠 , 𝑆𝑆𝑠𝑠𝑒𝑒𝑒𝑒 ,𝑆𝑆𝑙𝑙𝑠𝑠𝑝𝑝 , 𝑆𝑆𝑑𝑑𝑒𝑒𝑠𝑠} 𝑐𝑐𝑡𝑡ℎ𝑑𝑑𝑐𝑐𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑    Life stage receiving the amount of 

flow, or the amount of mortality 
set of influences 
(𝐼𝐼𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠)  

 Environmental drivers associated 
with this flow 

base flow rate 
(𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠)  

day-1 Daily per capita base flow rate 

dynamic flow rate 
(𝑐𝑐𝑦𝑦𝑑𝑑𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝐼𝐼𝐼𝐼 )  

day-1 Daily per capita flow rate per 
cohort in the life stage of origin 

current flow amount 
(𝑑𝑑𝑒𝑒𝑐𝑐𝑎𝑎𝑑𝑑𝑡𝑡𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝐼𝐼𝐼𝐼 ) 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝐼𝐼𝐼𝐼 × 𝑐𝑐𝑦𝑦𝑑𝑑𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝐼𝐼𝐼𝐼 × 𝑐𝑐𝑑𝑑𝑦𝑦  ind. m-2 Amount of density flow over one 

day 
total flow amount 
(𝑑𝑑𝑒𝑒𝑐𝑐𝑎𝑎𝑑𝑑𝑡𝑡𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠) ∑�𝑑𝑑𝑒𝑒𝑐𝑐𝑎𝑎𝑑𝑑𝑡𝑡𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝑒𝑒 , . . , 𝑑𝑑𝑒𝑒𝑐𝑐𝑎𝑎𝑑𝑑𝑡𝑡𝑠𝑠𝑦𝑦𝑝𝑝𝑠𝑠𝑚𝑚 �, {𝑒𝑒,𝑑𝑑} ∈ 𝑁𝑁  

ind. m-2 Summed amount (per cohort) of 
density flow over one day 

Grid Cell 
(𝐺𝐺) 

coordinate 
(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑥𝑥,𝑦𝑦) 𝑥𝑥,𝑦𝑦 ∈ [1,36]  

 Index of rotated pole grid 
coordinates (see main text) 

carrying capacity 
(𝑐𝑐𝑑𝑑𝑝𝑝𝑠𝑠𝑒𝑒𝑎𝑎𝑎𝑎𝑠𝑠) 25 ind. m-2 Maximum aboveground density 

temperature (𝜔𝜔𝑠𝑠𝑠𝑠)  °C Local surface temperature 

humidity (𝜔𝜔𝑝𝑝ℎ𝑢𝑢𝑠𝑠)  % Local relative humidity in the upper 
2 cm of the ground 

contact water (𝜔𝜔𝑐𝑐𝑐𝑐)  kg m-2 Amount of water in the upper 2 cm 
of the ground 

mowing day (𝑡𝑡𝑒𝑒𝑎𝑎𝑐𝑐) none or ∈ {134,141, . . ,274}  day Day of yearly mowing event 
Abbreviations: above=aboveground, C=Cohort, cap=capacity, coord=coordinate, cw=contact water, dens=density, dest=destination, 
dev=development, dia=diapause, dyn=dynamic, emb=embryo, F=Flow, G=Grid Cell, hab=habitat, ID=Cohort identifier, ima=imago, 
ind=individuals, kg=kilogram, lar=larva, m=meter, max=maximum, min=minimum, mort=mortality, mow=mowing, orig=origin, 
P=Population, pre=prediapause, prog=progress, repr=reproduction, rhug=relative humidity upper ground, S=Life Stage, t=time step, 
temp=temperature, trans=transfer  
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The transition between different Life Stages is complex because the development and/or 

mortality of Cohorts and Life Stages depends on their previous state and is influenced by climate 

conditions (temperature, humidity). Flows are therefore used to collect all the contributions of all the 

Cohorts of a certain Life Stage that completed development and therefore ‘flow’ to the next Life 

Stage. In the case of mortality, a Flow determines the amount of density lost by a Life Stage and its 

Cohorts. 

The model uses daily time steps. Here, SCALE also reflects the sampling of the climate data. 

However, the single mowing event per year is considered on a weekly basis (the first day of a 

calendar week). To account for this weekly frequency, a year has 364 days by definition, resulting in 

exactly 52 full calendar weeks. Simulations were run for 20 years (7280 time steps) or stopped earlier 

for a local Population in the case of extinction. 

The study region comprises 1296 (36 x 36) grid cells, each having an area of 144 km² (12 km x 

12 km), which corresponds to the resolution of the climate input data (Figure 1). In total, 968 grid 

cells are terrestrial and therefore belong to the model domain. Within a grid cell, a single habitat is 

considered, which represents a virtual grassland plot with a size of 6.25 ha (250 m x 250 m). Grid cells 

and hence habitats are not connected; i.e., there is no exchange of individuals: if populations become 

extinct, there is no recolonization. 

The model is INITIALIZED with a starting date, simulated duration, mowing day and climate 

change scenario (Table 2). Additionally, each Population receives an initial density per Life Stage (i.e., 

1000 eggs in the diapause stage, zero density for the other Life Stages). The carrying capacity 

[individuals m-2] for the aboveground population (i.e., the larva and imago Life Stages only) is 

assumed to be identical for all the Grid Cells to reduce the number of confounding factors in the 

model analysis. We used the four 20-year time intervals 2000-2019 (abbreviated to 2000-19 

hereafter), 2020-39, 2040-59 and 2060-79 to track changes for past and future climate conditions. 

Time series of climate data per grid cell are used as INPUT DATA, which drives the model’s dynamics. 

Table 2: List of variables used to initialize a simulation run. The first column is the variable name used in the text. The 
second column is the variable symbol when used in the model equations. The third column is the initial value(s)/value 
options used for the simulation runs. The fourth column is a brief description of the variable. The parameters below the 
double line can vary in principle but are constants in the presented work. 
Variable Name Symbol Value(s) Description 
starting date 𝑡𝑡𝑑𝑑𝑚𝑚𝑑𝑑𝑠𝑠 1st Jan. 2000, 2020, 2040, 2060 The date of initial time steps translated to climate data index 
mowing day 𝑡𝑡𝑒𝑒𝑎𝑎𝑐𝑐 none or day 134, 141,…,274 The timing of mowing per year 
climate change 
scenario 

𝐶𝐶𝐶𝐶𝑆𝑆 FF, MOD or BAU Representative Concentration Pathways of CO2 model 

duration 𝑡𝑡𝛥𝛥 7280 days Runtime in days 
habitat area 𝐴𝐴ℎ𝑠𝑠𝑒𝑒 250 x 250 m2 Area of grassland plot inside a grid cell 
initial density 𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑚𝑚𝑑𝑑𝑠𝑠 {0,1000,0,0,0} 𝐴𝐴ℎ𝑠𝑠𝑒𝑒⁄   The initial population density per life stage in individuals m-2 
carrying capacity 𝑐𝑐𝑑𝑑𝑝𝑝𝑠𝑠𝑒𝑒𝑎𝑎𝑎𝑎𝑠𝑠 25 individuals m-2 maximum aboveground density per square meter 
Abbreviations: FF=full force, MOD=moderate, BAU=business as usual, above=aboveground, cap=capacity, dens=density, hab=habitat, 
init=initial, mow=mowing, scen=scenario, t=time step 
 

Table 3 provides an overview of the model’s PROCESSES. Each Life Stage has its own set of 

processes. The basic rationale of the model is to assume a daily base rate for all processes, which 
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represents benign or observed average environmental conditions. This base rate is then modified 

(‘influenced’) by environmental drivers. Our model includes predefined functions or equations – 

called Influences – that may be applied under certain environmental conditions. The equations used 

to represent the Influences and their parameterization as applied to the target species are listed in 

Supplement S4, Tables S4-4 and S4-5. Generally, each Influence provides a factor that can mediate 

the effect of environmental conditions on the variables dynamic flow rate and development progress 

of a Flow or Cohort, respectively. 
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Table 3: Overview of the model processes and their daily rates and equations. Processes (second column) are 
distinguished by Life Stage (first column) and referenced by their symbol (third column) as used in the model equations. 
The fourth column defines the equation and environmental drivers (Influences, bold f-symbols, cf. Table S4-4 of 
Supplement S4) used for calculating a cohort-specific dynamic rate. Equation segments marked with *s are 
simplifications of the iterative process of updating the flow rate described in Pseudocode S4-3 of Supplement S4. 
Superscript letters reference the sources used to parameterize the processes and equations for the LMG (coefficients in 
Table S4-5 of Supplement S4): a Ingrisch (1983), b B. Schulz (pers. comm.), c Wingerden et al. (1991), d Ingrisch and Köhler 
(1998), e Helfter and Sänger (1975), f Helfert (1980), g Kriegbaum (1988), h Waloff (1950). 
Life 
stage 
(symbol) 

Process Process 
symbol 

Dynamic rate (daily) Description 

pre-
diapause 
(𝑆𝑆𝑝𝑝𝑝𝑝𝑠𝑠) 
 

mortality 
 

𝐹𝐹𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑝𝑝𝑝𝑝𝑠𝑠   

𝑐𝑐𝑦𝑦𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝐼𝐼𝐼𝐼 = 𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠

𝑝𝑝𝑝𝑝𝑠𝑠 + (1 − 𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑝𝑝𝑝𝑝𝑠𝑠 )∗ ×

�𝑖𝑖𝑠𝑠𝑑𝑑𝑠𝑠𝐴𝐴 × 𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐵𝐵 + 𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐
𝐶𝐶 �  

The base mortality rate a increases in two cases: 
(1) humidity-driven (𝑖𝑖𝑠𝑠𝑑𝑑𝑠𝑠𝐴𝐴 ) a if contact water (𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐵𝐵 ) 

a is missing; (2) if mowing is scheduled (𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐
𝐶𝐶 ) b 

development 
 

𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼
𝑝𝑝𝑝𝑝𝑠𝑠  

𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼
𝑝𝑝𝑝𝑝𝑠𝑠 = �𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼

𝑝𝑝𝑝𝑝𝑠𝑠 + 𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐼𝐼 𝑑𝑑𝑖𝑖𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐼𝐼 > 0
0 𝑐𝑐𝑡𝑡ℎ𝑑𝑑𝑐𝑐𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑

  

Needs three days below 10 °C in a row (𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐼𝐼 ) a to 
fully develop  

transfer 
 

𝐹𝐹𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠
𝑝𝑝𝑝𝑝𝑠𝑠   

𝑐𝑐𝑦𝑦𝑑𝑑𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝐼𝐼𝐼𝐼 = �1 𝑑𝑑𝑖𝑖𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼
𝑝𝑝𝑝𝑝𝑠𝑠 = 1

0 𝑐𝑐𝑡𝑡ℎ𝑑𝑑𝑐𝑐𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑
  

Immediately transfers to diapause stage if fully 
developed 

diapause 
(𝑆𝑆𝑑𝑑𝑑𝑑𝑠𝑠) 

mortality 
 

𝐹𝐹𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑑𝑑𝑑𝑑𝑠𝑠   

𝑐𝑐𝑦𝑦𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝐼𝐼𝐼𝐼 = 𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠

𝑑𝑑𝑑𝑑𝑠𝑠 + �1 − 𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑑𝑑𝑑𝑑𝑠𝑠 � × 𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐

𝐸𝐸   
The base mortality rate increases if mowing is 
scheduled (𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐

𝐸𝐸 ) b 
development 
 

𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑠𝑠  
𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑠𝑠 =

�
𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑠𝑠 + 𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐹𝐹 2⁄ 𝑑𝑑𝑖𝑖𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑠𝑠 < 0.5
𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑠𝑠 + 𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐺𝐺 2⁄ 𝑑𝑑𝑖𝑖𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑠𝑠 ≥ 0.5 ∧

0.5 𝑐𝑐𝑡𝑡ℎ𝑑𝑑𝑐𝑐𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑
𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐺𝐺 ≠ 0  

Needs 61 days below 5 °C to break diapause 
(𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐹𝐹 ) a,c and afterwards three days above 10 °C 
in a row (𝑖𝑖𝑠𝑠ℎ𝑑𝑑𝐺𝐺 ) a to fully develop. Temperatures > 
5 °C before diapause is broken reverse 
development 

transfer 
 

𝐹𝐹𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠
𝑝𝑝𝑝𝑝𝑠𝑠   

𝑐𝑐𝑦𝑦𝑑𝑑𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝐼𝐼𝐼𝐼 = �1 𝑑𝑑𝑖𝑖𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑑𝑑𝑑𝑑𝑠𝑠 = 1
0 𝑐𝑐𝑡𝑡ℎ𝑑𝑑𝑐𝑐𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑

  

Immediately transfers to embryo stage if fully 
developed 

embryo 
(𝑆𝑆𝑠𝑠𝑒𝑒𝑒𝑒) 

mortality 
 

𝐹𝐹𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑠𝑠𝑒𝑒𝑒𝑒   

𝑐𝑐𝑦𝑦𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝐼𝐼𝐼𝐼 = 𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠

𝑠𝑠𝑒𝑒𝑒𝑒 + (1 − 𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑠𝑠𝑒𝑒𝑒𝑒 )∗ ×

�𝑖𝑖𝑠𝑠𝑥𝑥𝑝𝑝𝐻𝐻 + 𝑖𝑖𝑠𝑠𝑑𝑑𝑠𝑠𝐼𝐼 × 𝑖𝑖𝑠𝑠ℎ𝑑𝑑
𝐽𝐽 + 𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐

𝐾𝐾 �  

The base mortality is defined by the 
temperature (𝑖𝑖𝑠𝑠𝑥𝑥𝑝𝑝𝐻𝐻 ) c. It increases in two cases: 
(1) humidity (𝑖𝑖𝑠𝑠𝑑𝑑𝑠𝑠𝐼𝐼 ) a if contact water (𝑖𝑖𝑠𝑠ℎ𝑑𝑑

𝐽𝐽 ) a is 
missing and/or (2) if mowing is scheduled (𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐

𝐾𝐾 ) 

b 
transfer 
 

𝐹𝐹𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒   
𝑐𝑐𝑦𝑦𝑑𝑑𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝐼𝐼𝐼𝐼 = 𝑐𝑐𝑑𝑑𝑡𝑡𝑑𝑑𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒 ×
𝑖𝑖𝑒𝑒𝑑𝑑𝑚𝑚𝐿𝐿 �𝑖𝑖𝑠𝑠𝑥𝑥𝑝𝑝𝑀𝑀 ,𝑖𝑖𝑠𝑠𝑥𝑥𝑝𝑝𝑁𝑁 ,𝑐𝑐𝑑𝑑𝑑𝑑𝑑𝑑𝐼𝐼𝐼𝐼,𝑝𝑝𝑐𝑐𝑐𝑐𝑔𝑔𝐼𝐼𝐼𝐼𝑚𝑚𝑠𝑠𝑒𝑒𝑠𝑠�  

The base transfer rate is multiplied by a 
temperature- (𝑖𝑖𝑠𝑠𝑥𝑥𝑝𝑝𝑀𝑀 , 𝑖𝑖𝑠𝑠𝑥𝑥𝑝𝑝𝑁𝑁 ) c, progress- and the 
density-driven hatching probability stemming 
from a binomial distribution (𝑖𝑖𝑒𝑒𝑑𝑑𝑚𝑚𝐿𝐿 ) 

larva 
(𝑆𝑆𝑙𝑙𝑠𝑠𝑝𝑝) 

mortality 
 

𝐹𝐹𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑙𝑙𝑠𝑠𝑝𝑝   

dynmort
ID = ratemortlar + �1− ratemort

lar �
∗ ×

�𝑖𝑖𝑐𝑐𝑠𝑠𝑝𝑝𝑂𝑂 + 𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑃𝑃 + 𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐
𝑄𝑄 �  

The base mortality rate d increases with density 
(𝑖𝑖𝑐𝑐𝑠𝑠𝑝𝑝𝑂𝑂 ) b and in two additional cases: (1) the 
temperature (𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑃𝑃 ) is below 10 °C and/or (2) if 
mowing is scheduled (𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐

𝑄𝑄 ) b 
transfer 
 

𝐹𝐹𝑠𝑠𝑝𝑝𝑠𝑠𝑚𝑚𝑠𝑠𝑙𝑙𝑠𝑠𝑝𝑝   
dyntransID = ratetranslar × 𝑖𝑖𝑒𝑒𝑑𝑑𝑚𝑚𝑅𝑅 �𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑆𝑆 ,𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑇𝑇 , densID, progIDlar�  

The base transfer rate is multiplied by a 
temperature- (𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑆𝑆 ,𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑇𝑇 ) e,f, progress- and density-
driven maturation probability stemming from a 
binomial distribution (𝑖𝑖𝑒𝑒𝑑𝑑𝑚𝑚𝑅𝑅 ) 

imago 
(𝑆𝑆𝑑𝑑𝑒𝑒𝑠𝑠) 

mortality 
 

𝐹𝐹𝑒𝑒𝑎𝑎𝑝𝑝𝑠𝑠
𝑑𝑑𝑒𝑒𝑠𝑠   

dynmort
ID = ratemortima + �1− ratemort

ima �
∗ ×

�𝑖𝑖𝑐𝑐𝑠𝑠𝑝𝑝𝑈𝑈 + 𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑉𝑉 + 𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐
𝑊𝑊 �  

The base mortality rate g increases with density 
(𝑖𝑖𝑐𝑐𝑠𝑠𝑝𝑝𝑈𝑈 ) b and in two additional cases: (1) the 
temperature (𝑖𝑖𝑙𝑙𝑑𝑑𝑚𝑚𝑉𝑉 ) is below 10 °C and/or (2) if 
mowing is scheduled (𝑖𝑖𝑒𝑒𝑎𝑎𝑐𝑐

𝑊𝑊 ) b 
reproduction 
 

𝐹𝐹𝑝𝑝𝑠𝑠𝑝𝑝𝑝𝑝𝑑𝑑𝑒𝑒𝑠𝑠  
dynreprID = ratereprima   

Fixed reproduction rate d,h 

Abbreviations: bin=binominal, cap=capacity, dens=density, dia=diapause, emb=embryo, exp=exponential, f=symbol of Influence 
function, F=Flow, ID=Cohort identifier, ima=imago, lar=larva, lin=linear, mort=mortality, mow=mowing, pre=prediapause, 
prog=progress, repr=reproduction, sig=sigmoid, t=time step, thd=threshold, trans=transfer 

 

In each time step and for every grid cell, four main blocks of PROCESSES are SCHEDULED: 

‘Update environmental drivers’, ‘Flow update’, ‘Life Stage update’, and ‘Cohort update’. The first 

three blocks are scheduled one after the other, while ‘Cohort update’ is executed as a submodel of 

‘Life Stage update’. During ‘Flow update’, the Flow’s state variables (Table 1), total flow amount, 

current flow amount and dynamic flow rate are calculated from the contributions of Cohorts’ state 

variables, including the effects of environmental influences. The submodel ‘Life Stage update’ then 



15 

 

calculates a Life Stage’s gain from the incoming transfer Flow of its preceding Life Stage and its 

density from the density of its subordinate Cohorts: gain is used to determine whether to create a 

new Cohort from it or add it to an existing Cohort; densities of the subordinate Cohorts are 

determined by the submodel ‘Cohort update’ before they are added to the Life Stage’s density. 

Furthermore, Cohorts that exceed the maximum age before progressing to the next Life Stage or 

whose density falls below a certain minimum are removed. During ‘Cohort update’, a Cohort’s 

density is changed by adding the potential gain determined by the ‘Life Stage update’ submodel and 

subtracting loss through mortality or the outgoing transfer Flow. Additionally, some Cohorts develop 

only if environmental conditions are suitable, so their development progress is updated accordingly. 

Figure 4 provides an overview of the model’s entities, the processes, and their interactions via 

Flows and Influences.  
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Figure 4: Overview of the model entities (boxes), their relations (black lines and arrows), and the order and drivers of the 
update process (green) for a single grid cell during one time step. The entities are Grid Cell, Population, Life Stage, Cohort 
and Flow (an auxiliary entity that uses state variables of the previous time step to manage the density transfer between 
Life Stages and loss through mortality). Influences define the impact of environmental conditions on model processes. 
The white subplot shows entities and their relations as applied to the LMG life cycle. The gray dashed rectangle within 
the subplot highlights entities used to explain the update process (main plot). The scheduling of the processes is as 
follows: (1) Update the environmental conditions. (2) Update the flow rates and amounts depending on the climate 
conditions and mowing while considering the development processes of the associated Cohorts. (3) Calculate the gain of 
the Life Stage depending on the input flow amount. (4) Update the development progress of the existing Cohorts 
depending on the climate conditions. (5) Create a new Cohort, and update the density of existing Cohorts and/or delete 
Cohorts that are of too low density or overaged depending on the Life Stage’s gain and output flow amount. (6) Calculate 
the Life Stage density by summing its Cohorts’ densities. (7) Calculate the Population density by summing its Life Stages’ 
densities. Symbols: Entities (squares), Influences (diamonds), Processes (circles, text corresponds to modified state 
variables), Drivers (green arrows, text corresponds to state variable used in target Process), optional Cohorts (dotted 
squares and lines). Abbreviations in the LMG life cycle: C=Cohort, D=diapause, E=embryo, F=Flow, G=Grid Cell, I=imago, 
L=larva, Po=Population, Pr=prediapause. 

3 Results 
The results presented here are subdivided into three sections: (1) patterns and trends found in the 

climate data that are relevant to the LMG (section 3.1); (2) analysis of the HiLEG model output 

stemming from simulations with climate as only external driver (section 3.2); and (3) analysis of the 

simulation runs with mowing as an additional anthropogenic impact on the LMG (section 3.3). Since 

the results are complex, as they cover large environmental gradients and detailed effects of 

environmental drivers on the study species, in the following, the main results are also directly 
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discussed in terms of the underlying mechanism. Note that the model output occasionally reaches 

densities close to the population’s carrying capacity, which in reality is rarely the case on a large 

scale. Within the idealized conditions (section 2.2) of our model realization, however, this behavior is 

expected and can be considered unproblematic for the analysis, because we were focusing on the 

relative impacts of climate change and land use on population development rather than those of 

density dependence.  

3.1 Patterns and trends in climate data 

The different climate projections showed spatial patterns and temporal trends for the years 2000 to 

2079 in terms of temperature and soil moisture. Note that for reasons of consistency, even the past 

time period 2000-19 consists mostly of simulated data (see section 2.3). The coarse spatial patterns 

for all the climate change scenarios, averaged over 20-year periods, show that temperature 

increased slightly from north to south, except for two colder mountain regions in the south (Figure 5, 

marks 1-2). Over time, the temperature generally increased similarly in the study region. Overall, the 

increase was stronger for more severe scenarios with three exceptions. First, during the simulation 

period 2000-19, temperatures were more or less identical between the scenarios. Second, for the 

period 2020-39, the temperature increase was slightly higher for scenario MOD than for BAU. Third, 

during the late periods 2040-59 and 2060-79, temperature remained almost constant for scenario FF. 

For soil moisture, the patterns were more complex than those of temperature. There were 

four regions of distinctively low soil moisture (Figure 5, marks 3-6) because these regions have a soil 

type that seems to favor drought (K. Keuler, pers. comm., cf. Keuler et al., 2016). During the first 

period (2000-19), the MOD and BAU scenarios clearly showed lower soil moisture than the FF 

scenario in almost all the cells and an additional dry region in the southeast (Figure 5, mark 6). Over 

time, however, many of those cells improved for the severe BAU scenario while degrading for the FF 

scenario. Nonetheless, the soil moisture for the BAU scenario was barely higher than that for the 

intermediate MOD scenario (Figure 3). 

Overall, the spatial patterns in the soil moisture showed the following temporal trends: The 

northwestern dry region expanded over time (Figure 5, mark 4); some small dry regions appeared in 

the center of the study region; the moisture of the mountain regions increased less than that of their 

surroundings; the edges around the central eastern dry region became wetter; and there was a 

spatial gradient of soil moisture increase in the southeast and decrease in the northwest.  
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Figure 5: Spatial representation of the mean daily climate values temperature (LEFT) and soil moisture (RIGHT) for the 
years 2000-2079 in Northwest Germany. Within each plot, the absolute values for the simulation period 2000-19 per 
climate change scenario are in the first column; differences from the period 2000-19 are in the second (2020-39), third 
(2040-59) and fourth (2060-79) columns. The FF scenario is in the TOP row; the MOD scenario is in the MIDDLE row; the 
BAU scenario is in the BOTTOM row. Numbers mark colder mountain areas (1 and 2) and main dry regions (3-6). 

 

On a monthly basis, the climate parameters generally followed the trends in the yearly 

averages (cf. Figure 3, data not shown). For all the climate change scenarios and time periods, the 

temperature usually reached its minimum around January and its maximum around July with gradual 

changes between these months. The soil moisture was lowest in September and gradually increased 

to its maximum in March before constantly decreasing again. An important exception from this 

general pattern appeared in the BAU scenario during the period 2060-79 (Figure 6): the monthly soil 

moisture values deviated from the yearly trend such that June to October were especially dry, while 

November to May were wetter than usual. This finding indicates a severe and possibly extended dry 

season that could not be detected by examining only the yearly mean values. 

 
Figure 6: Projections (smoothed trends) of the mean soil moisture for the years 2000-2080 for the BAU climate change 
scenario distinguished by month and year (with labels). 

3.2 Climate change impact on LMG 

The results of the HiLEG model confirm that without direct anthropogenic influence, the LMG mostly 

benefits from climate change in Northwest Germany. Within each climate change scenario, there was 
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a clear upward trend from 2000 to 2059 for both the mean density and lifetime (Figure 7). For the 

last simulation period (2060-79), there was a saturation yielding results similar to that of 2040-59. 

 
Figure 7: Population mean density [individuals m-2] (A) and lifetime [years] (B) per grid cell for the study region 
distinguished between climate change scenarios FF, MOD and BAU (colored labels) and simulation periods (from left to 
right: 2000-19, 2020-39, 2040-59, and 2060-79). Asterisks mark the overall mean values. 

 

Comparing the climate change scenarios within the same simulation periods, the mean results 

were quite similar except for differences between the FF scenario and the other two scenarios in the 

period 2060-79 (Figure 7). The scenarios led to similar spatial patterns in the mean density and 

lifetime within the same time period but also created certain subtle differences (Figure 8). 

 
Figure 8: Log scaled mean density [individuals m-2] (LEFT) and lifetime [years] (RIGHT). Within each plot the FF, MOD, 
BAU climate change scenarios are shown in the TOP, MIDDLE, and BOTTOM rows, respectively, and the simulation 
periods from left to right are 2000-19, 2020-39, 2040-59, and 2060-79. 

 

First, the population conditions improved over time in initially unsuitable areas such as cold 

mountain regions and dry regions (cf. Figure 5, marks 1-5). An exception was 2060-79 when 

compared to the previous simulation period 2040-59. Here, the FF climate change scenario had 

negative effects on the mean densities and lifetimes in most of the cells. The MOD scenario showed 

almost no changes compared to the previous time period. The BAU scenario yielded improvements 

outside the dry regions but had negative effects within these dry regions. 
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Comparing these spatially resolved model results to the climate data showed that they reflect 

the temperature patterns: high temperatures support population development, while colder regions 

notably reduce the mean density and lifetime (Figure 5, marks 1-2). Recurrent significantly colder 

years (Figure 3A, 2060-79, FF minima) can inhibit the positive long-term effect of warm temperatures 

(Figure 8, 2060-79, FF). The soil moisture patterns, however, are less perceptible: Though population 

development was clearly hindered in the main dry regions (Figure 5, marks 3-5) during the simulation 

period 2000-19, the mean lifetime increased significantly starting in 2020. The mean density in these 

regions, however, remained limited compared to those in the surrounding areas. Another pattern 

connected to soil moisture is the strong negative effect of an extended dry season (Figure 6) on 

populations in most dry regions during the period 2060-79 for the BAU scenario (Figure 8, green 

areas in the bottom-right subplots). 

The peaks in the mountain regions remained mostly uninhabitable for the LMG throughout all 

the simulations, as these areas stayed relatively cold (Figure 5, marks 1-2). In these regions, the 

population declined almost constantly and went extinct after a few years. This phenomenon is due to 

the impact of the overall lower temperatures on the LMG’s development and mortality: First, it 

slowed down the development of the embryos and larval cohorts; second, the temperature 

threshold of increased larva and imago mortality occurred earlier in the year; third, the decelerated 

development additionally shifted larva and imago occurrence to a later, hence even colder, season of 

the year. Departing from the mountain peaks, the conditions for the LMG gradually improved, 

allowing a longer lifetime at first and increasing the population density thereafter. The time lag in 

population development between the warm and cold cells shown in Figure 11B (mark a) illustrates 

such a temperature-induced shift in the life cycle. 

Low soil moisture had a negative impact on the LMG if the dry season had already started in 

late spring or lasted until autumn. In these cases, either the embryos (spring) or the prediapause 

eggs (autumn) experienced drought stress. Within the study region, extinction by drought was mainly 

caused by the latter, i.e., if a cell still had dry soil after oviposition (Figure 11B, mark b). Increased 

embryo mortality through drought stress in spring usually did not lead to extinction but minimized 

the mean density. 

The reoccurrence of conditions unfavorable to the LMG in the period 2060-79 for the BAU 

climate change scenario was due to climate projections for this scenario. Though the notably higher 

temperatures led to favorable conditions in large parts of the study region, a strongly extended dry 

season in the central areas had considerable negative effects on the mean densities and lifetimes 

(Figure 8, green areas in the bottom-right subplots). As a result, the overall mean density and lifetime 

increased, while their larger variations (Figure 7) reflected the low values in the dry areas. 
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3.3 Impact of grassland mowing in addition to climate change 

The extent of the negative influence of grassland mowing on the LMG life cycle was highly dependent 

on the calendar week in which it occurred (Figure 9). While mowing during spring and late autumn 

barely affected the mean lifetime, it severely reduced the mean density if it occurred in summer and 

early autumn. This result was independent of the climate change scenario and simulation period. 

However, due to the positive effect of higher temperatures in future scenarios, the time windows of 

negative impact both shifted and shortened: Late mowing (after week 33) became less detrimental, 

while early mowing (before week 26) had only a slightly more negative effect (Figure 9, MOD and 

BAU scenarios). 

 
Figure 9: Population mean lifetimes averaged over the whole study region (y-axis) depending on the calendar week of 
grassland mowing (x-axis) for climate change scenarios FF (LEFT), MOD (MIDDLE), BAU (RIGHT) and the simulation 
periods (different line types, with labels). Mowing events (black dots) occurred on the first day of the same calendar 
week in each simulation year. 

 

The spatial distribution of the mowing-dependent mean lifetime revealed regional differences 

between the effects of mowing timing (Figure 10). In particular, the periods of negative mowing 

impact did not apply to all regions in the same way. Figure 10 illustrates these differences using 

simulation period 2060-79 of the BAU climate change scenario as an example. Apart from an overall 

negative effect of mowing on the LMG populations (compare Figure 10B-C to Figure 10A), conditions 

for the LMG gradually degraded from north to south when mowing occurred early (Figure 10B). 

Moreover, within the southern mountain regions, the conditions remained relatively stable despite 

early mowing and stood out compared to their surroundings (Figure 10B). However, both patterns 

were inverted when mowing occurred late (Figure 10C). In this case, conditions gradually improved 

from north to south and were rather unsuitable within the mountain regions. Finally, as a side effect, 

the negative influence of mowing was generally stronger in the dry regions than in the wet regions, 

especially for late mowing (Figure 10C). 

Note that mowing in week 23 fell into the short period of slightly more negative impact under 

future climate conditions than under current climate conditions (Figure 9, BAU scenario). Hence, the 

respective spatial pattern contained many cells of short mean lifetimes (dark green, Figure 10B). 

Nevertheless, the LMG remained rather unaffected by this scenario in the upper north and southern 
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mountain regions. Qualitatively similar patterns were found for mowing weeks 22-26 in all three 

climate change scenarios and all simulation periods (see Supplement S3). 

 
Figure 10: Spatial distributions of the mean lifetimes for the BAU climate change scenario and simulation period 2060-79; 
without mowing (A) and with mowing in calendar weeks 23 (B) or 34 (C). Thick black squares mark selected dry, wet & 
warm and cold cells. 

 

The development of the mean density inside single grid cells showed that the described 

patterns are mainly determined by three relevant climate categories within the study region: wet 

and warm (mostly southern cells outside the dry and mountain regions); cold (mostly northern grid 

cells and especially mountain regions, Figure 5, marks 1-2); and dry (Figure 5, marks 3-5). We 

selected a representative grid cell for each of the climate categories (highlighted in Figure 10) to 

illustrate the characteristic population development (Figure 11). 

The resulting population development patterns confirm that without mowing, the population 

eventually reached high densities in all three cell categories (Figure 11A-B). The highest values 

occurred under wet and warm conditions (the maximum density is already achieved in 2070), 

followed by cold and dry conditions. Early mowing in week 23 favored populations in cold regions but 

worsened the situation in dry regions; this worsening was even more prominent in wet and warm 

regions (Figure 11C). Late mowing in week 34 hindered population development only slightly under 

wet and warm conditions but hindered it more severely in dry regions (Figure 11D). Under cold 

conditions, late mowing had a grave impact and often caused premature extinction (Figure 11A).  
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Figure 11: Trend in the mean population density (y-axis, logarithmic scale) inside three climatically different grid cells 
(wet & warm, red lines; cold, blue lines; dry, brown lines) without mowing (B, see also the line labels in A), with mowing 
in week 23 (C) and with mowing in week 34 (D) for the BAU climate change scenario and simulation period 2060-79. Plot 
A shows the smoothed trend for the whole simulation period (2060-79), and plots B-D show the detailed developments 
in 2067. Purple vertical lines mark the mowing weeks in C and D. Black lowercase letters (a-h) highlight the following 
selected events: a) shifts in the development speed, b) period of drought stress in dry cells, c) minor effect of early 
mowing in cold cells, d) medium effect of early mowing in dry cells, e) major effect of early mowing in wet & warm cells, 
f) minor effect of late mowing in wet & warm cells, g) medium effect of late mowing concurring with drought stress in 
dry cells, and h) major effect of late mowing in cold cells. Roman numbers in plot B indicate life stage occurrence on the 
basis of the development without mowing in the wet & warm cells: i) diapause, ii) embryo, iii) larva, iv) imago, v) 
prediapause. In plot A, the carrying capacity (25 individuals m-2) is exceeded because it does not apply to the 
belowground population. 

 

The main driver for the different impacts of mowing was temperature. It shifted the hatching 

date and altered the duration of the larval life stage. For instance, a development delay of three 

weeks occurred in cold cells compared to wet and warm cells (Figure 11B, mark a). This was 

advantageous in the case of early mowing in week 23 because – due to the delay – the population 

was still in the belowground phase and was thus less affected by mowing (low mortality, Figure 11C, 

mark c). Fast developing populations in warm cells, however, were strongly affected (Figure 11C, 

mark e) because many eggs had already hatched. Thus, most of the aboveground larval population 

was killed by mowing. In dry cells, the slightly slower population development led to a moderate loss 

of larvae, which prevented substantial growth (Figure 11C, mark d). These different effects of early 

mowing in the different cell types explain the spatial pattern in the long mean lifetimes in cold 

(mountain) regions and shorter lifetimes in wet and warm cells and in dry cells (Figure 10B). 

In contrast, when mowing occurred later in the year, fast population development proved 

beneficial. In wet and warm cells, oviposition had mostly already taken place, and mowing had only a 

minor effect on the belowground clutch (Figure 11D, mark f). However, slowly developing 



24 

 

populations in cold regions were hit in the middle of the aboveground phase and a large number of 

larvae and imagines were lost (Figure 11C, mark h). As a consequence, the small number of eggs 

placed in the ground resulted in a constant population reduction from year to year (Figure 11A). In 

dry regions, populations were affected by late mowing in week 34 (Figure 11D, mark g), which 

concurred during the drought period. Thus, late mowing in dry cells allowed population survival but 

prevented further growth (Figure 11A). 

Notably, the gradients of the mean lifetime from north to south and the differences between 

the mountain regions and other regions (Figure 10B-C) did not occur without mowing (Figure 10A). 

This finding indicates that the regionally different, temperature-induced shifts in life stage 

development do not necessarily have considerable long-term effects on populations without 

mowing. However, in combination with specific mowing schedules, minor temporal shifts can have 

major effects on the populations’ susceptibility to mowing and, thus, on long-term population 

development. 

4 Discussion 
The simulation results of the presented HiLEG model provide the following answers to our research 

questions: (1) outside of dry regions, climate change increases LMG population viability and 

promotes the species’ spatial expansion; (2) grassland mowing is mostly unproblematic during 

autumn and winter, but highly detrimental in late spring and summer; and (3) regionally different 

climate conditions affect the mowing impact and should therefore be addressed by adaptive mowing 

schedules. These findings are discussed in more detail below. 

There is basically no regional shift in the LMG distribution but an expansion in the suitable 

regions in Northwest Germany. The overall increasing temperatures create new potential habitats in 

regions that are otherwise too cold (mountainous) or too dry. This is caused either by the direct 

positive influence of warmth or indirectly by accelerating the LMG’s development such that it suffers 

from drought stress less often. In fact, we found that more drastic climate change facilitates the 

survival and growth of the LMG even more strongly in future scenarios. The positive effects of 

increasing temperatures on the grasshopper’s abundance and distribution visible in our results are in 

line with the results of Poniatowski et al. (2018) and Trautner and Hermann (2008). However, 

extended dry seasons, as projected for the period 2060-79 in the BAU climate change scenario 

(Figure 6), could inhibit this beneficial effect by causing drought stress for the LMG clutch. Regions 

affected by low soil moisture in this way (Figure 5, marks 3-5) could become less habitable for the 

LMG, while nearby wetter regions still benefit from the temperature increase (Figures 7 and 8, BAU, 

2060-79). It is the duration of the dry season that makes soil moisture a crucial factor for the survival 

of the LMG. Although our results show that dry regions do not necessarily cause drought stress 
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within the study region, it is likely that such a problematic extension of dry seasons will become more 

common in the future, especially in regions that are generally drier than Northwest Germany. Hence, 

at a larger scale, droughts are likely to affect the species’ survival and lead to a distribution shift from 

dryer to wetter regions, if migration is not hindered. 

Anthropogenic disturbance through land use was more critical to the viability of the species 

than expected climate change. The effects of grassland mowing were particularly severe when they 

occurred during the aboveground phase of the LMG life cycle. Currently, it is common in extensively 

used grasslands that the mowing season starts before the aboveground phase is reached. For 

instance, Gerling et al. (unpubl. results) show for the federal state of Schleswig-Holstein, a subarea of 

our study region, that early mowing yields the highest benefit for a farmer. Later mowing, however, 

has a strong impact on the LMG’s development if it occurs during the aboveground phase of the 

population. Even when considering that imagines can partly escape harvesters (Malkus, 1997) and 

thus apply lower mowing-induced mortality rates (Kiel, 1999; Marzelli, 1997), the negative effect 

does not change qualitatively (i.e., when we reduced the imago mortality to 0.5 instead of 0.95 per 

day, data not shown). Although negative impacts decrease when mowing late, two 

counterarguments need to be considered: late mowing (after summer) is rather unprofitable for the 

farmer and hence may not be a feasible land use measure; and the future shift of problematic 

mowing to a shorter period of time in summer (Figure 9) might go along with a similar shift of 

vegetation growth, thus further reducing the economic profitability of late mowing. 

Our simulations with the combined impact of climate change and grassland mowing revealed 

regional differences that need consideration when choosing a mowing schedule. The date of mowing 

mainly determines in which parts of the study region the impact on the species is high and where it is 

low. Mowing dates that are unproblematic in one region can have a highly lethal effect in another 

region. In most of those cases, if a population is affected by early mowing in a highly negative 

manner, its development is hardly influenced in simulations with late mowing. In contrast, in other 

regions, the population is highly disturbed by late mowing but remains mostly unaffected if mowing 

occurs early in the year. Altogether, the regional impact of the mowing schedule can be subdivided 

into five phases: (1) in early spring, the populations are largely unaffected in all regions; (2) between 

late spring and early summer, they are severely affected only in warm regions; (3) during summer, all 

populations are highly affected, barely allowing survival (Figure 9); (4) between late summer and 

early autumn, they are severely affected in cold regions; and (5) in autumn, populations in all regions 

are affected equally. The duration and beginning of each phase slightly differ between the climate 

change scenarios and simulation periods, but overall, they show the same pattern (see Supplement 

S3). 
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Obviously, temperature is the key factor affecting population dynamics. The LMG prefers a 

warm climate and hardly survives in cold (mountain) areas. That is why the simulated lifetimes are 

longer and population densities are higher in the more severe climate change scenarios – as long as 

there are no extended drought events. However, lower, not too low, temperatures can be 

advantageous for the LMG if early mowing is applied. As shown in Figure 11B, population 

development is slower in such regions, meaning that the aboveground phase, which is highly 

susceptible to mowing, occurs later and lasts longer. Compared to warmer regions, this finding 

explains the low impact during late spring and early summer (phase 2 of the phases described above) 

and the high negative impact during late summer and early spring (phase 4, see the examples in 

Figure 10B-C and Figure 11C-D) 

Based on our results, we can develop some possible management strategies for a species such 

as the LMG to increase population viability depending on the expected climate conditions in certain 

regions. Our results suggest that adaptive grassland management that takes into account the local 

climate conditions with respect to the LMG’s life cycle would be the method of choice. In practice, 

however, it may prove unrealistic to implement such micromanagement. Therefore, we discuss some 

more generic management strategies in the following. 

According to our findings, looking exclusively at climate change, the LMG mostly benefits from 

the projected temperature increase. Thus, the crucial parameter to consider for management 

strategies in such a scenario is soil moisture. In regions projected to experience longer dry periods, 

particularly if they extend into autumn, one could focus on installing, maintaining or expanding 

measures that keep grasslands from drying up (Miller and Gardiner, 2018), especially if those 

grasslands are close to streams or other fresh water bodies. Alternatively, one could consider 

implementing migration corridors and stepping stone biotopes to facilitate dispersal to wetter 

regions (Kimura and Weiss, 1964; Schumacher and Mathey, 1998). Apart from that, it is important to 

keep in mind that one or two carefully timed grassland cuts per year can also be considerably 

beneficial for the development of the LMG (Malkus, 1997). These cuts help maintain a favorable 

vegetation structure (Sonneck et al., 2008) and can facilitate hatching by allowing more sunlight – 

and, therefore, warmth – to the upper ground (Miller and Gardiner, 2018). 

There are further adaptive management strategies that may allow LMG survival in cultivated 

grasslands. Our simulations demonstrated that intensive land use with mowing during summer, i.e., 

the LMG’s aboveground phase, can be lethal for a population (Figure 9). If the grassland cuts, though, 

are scheduled either right at the beginning or the end of the aboveground phase (Wingerden et al., 

1992) or only every other year, populations can survive the cuts, though likely with low abundance. 

Figure 11A supports the latter suggestion by showing that populations do not immediately become 

extinct when exposed to a disadvantageous mowing schedule. Another possibility could be to apply 
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different mowing schedules in neighboring grassland plots. In that way – given that individuals may 

migrate from one plot to another – they might find refuge until vegetation regrows (Malkus, 1997). 

Although those small-sized plot relations cannot be represented on the current scale of the HiLEG 

model, the spatial gradient covered by our model (Figure 10B-C) gives an idea of the options and 

necessary regional adjustments. It can make a large difference to have an offset of one or two weeks 

between mowing in grid cells not too far apart from each other. 

In addition to adaptive scheduling, changing either the technique, e.g., inside-out-mowing 

(Malkus, 1997), or the mown area, e.g., by leaving uncut grass strips (Humbert et al., 2009; Kiel, 

1999), could help reduce the fatalities in case the cut cannot be delayed. Uncut grass strips might 

even facilitate the subsequent development of the LMG because larval instars can make use of 

vegetation with diverse height profiles (Krause, 1996). 

From a methodical point of view, our results highlight that a model’s resolution can play a key 

role in supporting management strategies for a target species. The daily time step allowed us to 

capture short but distinct weather events and small seasonal shifts in the climate that would have 

gone unnoticed in monthly or yearly mean values. However, in our simulations, these daily dynamics 

had a significant impact on both short- and long-term population development. Similarly, the 

different impacts of environmental conditions (climate and land use) on the populations’ different 

life stages could not have been discovered without explicitly considering the LMG life cycle and each 

life stage’s specific characteristics. The spatial resolution of our model (12 x 12 km2 cell-1) is quite high 

compared to that of global climate models4. This high resolution allowed us to take into account 

spatial differences and gradients in neighboring regions, especially with regard to the suitability of 

mowing schedules. Szewczyk et al. (2019) state that process-based regional-scale models, such as the 

HiLEG model, could be further downscaled to predict species distribution at a more local or habitat 

level. An even higher spatial resolution could allow the consideration of additional heterogeneity in 

the microclimate and grassland composition of potential relevance to species such as the LMG. LMG 

imagines tend to choose moist locations with patchy vegetation for oviposition (Krause, 1996; 

Malkus, 1997). Such locations prevent drought stress (Ingrisch, 1983) and promote egg development 

speed, as they are sunlit (Wingerden et al., 1992). Larvae initially prefer a patchy, low- to medium-

height vegetation structure (Malkus, 1997). Older instars and imagines retreat to high, dense 

vegetation for protection (Wingerden et al., 1992). 

In this work, we intentionally consider spatial heterogeneity with regard to only the climate 

parameters but assume that most of the other characteristics (mowing schedule, carrying capacity, 

habitat size, base demographic rates) are spatially homogeneous. We make this assumption because 

the purpose of our analysis is to determine the impact of (spatially heterogeneous) climate change 
                                                           

4 cf. grid resolution of global climate models: portal.enes.org/data/enes-model-data/cmip5/resolution 

https://portal.enes.org/data/enes-model-data/cmip5/resolution
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and its interaction with land use. The analysis would have been confounded by other sources of 

spatial heterogeneity. To deduce specific species conservation plans, it would be desirable and 

possible to include the spatial heterogeneity of the other mentioned factors as well. Another 

extension of the model could be to include dispersal between different grassland patches, which 

would allow for the migration of individuals from less suitable grassland patches to more suitable 

ones. Additionally, dispersal between metapopulations (Hanski, 1999; Levins, 1969) could partially 

provide refuge from the negative effects of grassland use through recolonization from other 

grassland patches (Brown and Kodric-Brown, 1977). However, Bönsel and Sonneck (2011) emphasize 

that metapopulation dynamics cannot be assumed for low-dispersal species such as the LMG in 

highly fragmented landscapes. Hence, such rescue effects will just be relevant on small spatial scales 

and in regions with appropriate habitat connectivity. Large-scale shifts in the spatial distribution of 

the species will occur only on long time scales. 

5 Conclusion 
We introduced the HiLEG model for the PVA of terrestrial animal species that develop through 

several life stages and whose development is affected by changing climate conditions and 

anthropogenic disturbances. The model helps identify potentially suitable regions for the species in a 

prospectively changing and disturbed environment. Our model can be adapted to the life cycles of 

different target species by setting the appropriate demographic population parameters, spatially 

explicit climate data and information about the timing of disturbances. In that way, it can be used as 

a tool for stakeholders and decision makers in conservation biology for finding strategies to conserve 

endangered species. 

We applied our model to the LMG in Northwest Germany. The analysis showed that the LMG 

can broadly benefit from climate change, although with some regional variability. More importantly, 

however, the benefits were often not maintained in combination with land use. In particular, the 

timing of grassland mowing turned out to be a crucial factor for population survival. Furthermore, its 

effect on the species strongly depended on the spatially heterogeneous climate conditions. 

Our consideration of the different population life stages and the daily resolution of the climate 

variables was critical for detecting unexpected, strong long-term effects on the LMG’s population 

viability. This observation became even more prominent as the effects differed spatially. 

To protect the LMG in cultivated grasslands, we suggest applying adaptive management 

strategies. Such strategies should consider the regional differences that mainly result from the 

temperature-driven development speed of LMG populations. They should be updated on a regular 

basis (depending on the climate change severity) to keep track of possibly changing conditions. 

Regions projected to experience longer and more severe dry seasons should either supply sufficiently 
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large refugia to maintain local populations or build stepping stone habitats that allow LMG dispersal 

to more suitable regions. Overall, we showed that conservation of the LMG or other species with 

similar traits is possible even in cultivated grasslands as long as smart, adaptive and far-sighted 

management strategies are applied. 
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