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Abstract 22 

Model development in groundwater simulation and physics informed deep learning (DL) has been 23 

advancing separately with limited integration. This study develops a general hybrid model for 24 

groundwater level (GWL) simulations, wherein water balance-based groundwater processes are 25 

embedded as physics constrained recurrent neural layers into prevalent DL architectures. Because 26 

of the automatic parameterizing process, physics-informed deep learning algorithm (DLA) equips 27 

the hybrid model with enhanced abilities of inferring geological structures of catchment and 28 

unobserved groundwater-related processes implicitly. The main purposes of this study are: 1) to 29 

explore an optimized data-driven method as alternative to complicated groundwater models; 2) to 30 

improve the awareness of hydrological knowledge of DL model for lumped GWL simulation; and 31 

3) to explore the lumped data-driven groundwater models for cross-region applications. The 91 32 

illustrative cases of GWL modeling across the middle eastern continental United States (CONUS) 33 

demonstrate that the hybrid model outperforms the pure DL models in terms of prediction 34 

accuracy, generality, and robustness. More specifically, the hybrid model outperforms the pure DL 35 

models in 78% of catchments with the improved ∆NSE=0.129. Meanwhile, the hybrid model 36 

simulates more stably with different input strategies. This study reveals the superiority and 37 

powerful simulation ability of the DL model with physical constraints, which increases trust in 38 

data-driven approaches on groundwater modellings. 39 
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Highlights 1 

 A novel hybrid model for simulating groundwater level was developed  2 

 The hybrid model integrated water balance equations with deep learning algorithm 3 

 The proposed model presented the superiority and powerful simulation ability 4 

 The automatic parameterizing ability enhanced the model for cross-region simulation 5 

Highlights (3 to 5 bullet points (maximum 85 characters including
spaces per bullet point)



 

1 Introduction 1 

Groundwater plays an important role in geophysical and hydrological simulation (Cuthbert 2 

et al., 2019; Li et al., 2017; Zipper et al., 2018). Two major focuses related to groundwater 3 

simulation are: 1) exploring the essence of hydrological cycle and its potential influences on 4 

geophysical dynamic system, such as climate change (Ma et al., 2021a; Fan et al., 2013; Mohan et 5 

al., 2018) and drought propagation (Ma et al., 2021b; Sadeghfam et al., 2018; Zhou et al., 2020); 6 

and 2) exploring rational strategies including management, utilization and protection of  7 

groundwater resources under the impacts of human activities, such as pumping (Zipper et al., 2018) 8 

and pollutant transport (Ossai et al., 2020; Tian et al., 2015). For groundwater-related simulations, 9 

seeking accurate prediction of groundwater level (GWL) is an inevitable task. Due to the 10 

deepening understanding about the essence of geophysical dynamic system, many efforts have 11 

been devoted into process-based hydrological models (Feng et al., 2020). In general, the successes 12 

of traditional groundwater-related hydrological models relied heavily on detailed geological 13 

attributes and meteorological data. More specifically, referring to collected local hydrogeological 14 

information, such as boundary conditions, land covers, and so on, a catchment is divided into 15 

several hydrological units and water interaction between adjacent hydrological units is simulated 16 

numerically (Mohan et al., 2018). Furthermore, strong mathematical derivation ability is required 17 

for establishing groundwater-related models since the relevant governing equations are almost 18 

two- or three-dimensional partial differential equations (PDEs). In general, process-based models 19 

are the most suitable simulation strategies for catchments where the knowledge of flow path, 20 

geological characteristics and boundary conditions are vital and extensively clear (Sahoo et al., 21 

2017). Despite there are many successful cases of applying traditional process-based models to 22 
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simulate GWL in specific regions, it has been criticized as too complex, parametric, difficult and 23 

regional limited to use (Beven and Cloke, 2012; Clark et al., 2015a; Simone Fatichi et al., 2016; 24 

Tran et al., 2021). Moreover, it is still extremely difficult for process-based models to perfectly 25 

describe the water flow with nonlinear interactions, spatial heterogeneity, and time lags in real 26 

groundwater systems (Clark et al., 2015b). With the continuous development of computer science 27 

and deep learning algorithms (DLAs), data-driven hydrological models seem to be reliable 28 

alternatives for traditional process-based hydrological models. 29 

In general, the main data sources for hydrological modeling originate from observations, 30 

surveys, and lab experiments over years of systematic research (Chadalawada et al., 2020). 31 

Multiple variables, sources, and resolutions in space and time doom the complex and big-data 32 

nature of hydrological data. With the aiming of exploring, extracting, and simulating the 33 

information from the raw data, different types of DLAs emerged as times required. Among the DL 34 

strategies, artificial neural networks (ANNs) and their optimized forms have become the 35 

mainstream methods for establishing data-driven hydrological models. During the past decades, 36 

applications of data-driven DL models have burgeoned in different fields of hydrology and their 37 

performances have been widely recognized (Reichstein et al., 2019). For examples, commonly 38 

recognized DLAs for hydrological timeseries modeling, such as streamflow and GWL forecasting, 39 

include: recurrent neural network (RNN) based models, for instance, long short-term memory 40 

(LSTM) (Feng et al., 2020; Gao et al., 2020; Kratzert et al., 2019; Jiang et al., 2021) and gate 41 

recurrent unit (GRU) (Cai et al., 2021; Zhang et al., 2021); convolutional neural networks (CNN) 42 

(Jiang et al., 2018; Jiang et al., 2019); genetic programming (GP) (Babovic, 2009; Babovic and 43 

Keijzer, 2002; Chadalawada et al., 2017; Liu and Shi, 2019; Chadalawada et al., 2020); and etc. 44 

Admittedly, benefited from the outstanding computational efficiency with diverse algorithm types, 45 



 

DL models present excellent adaptability and versatility when serving as alternatives to traditional 46 

models. Comparing to the process-based models, DL models have advantages in terms of easy 47 

construction, computing speed, and data requirements (Reichstein et al., 2019). However, criticizes 48 

on DL models focus on the black-box essence, which means that DL models are more like 49 

computing tests without any physical meanings. As a result, DL models have not been 50 

psychologically accepted by hydrologists because such models cannot improve our understanding 51 

the essence of natural hydrogeological processes at present. 52 

In recent years, application of artificial intelligence methods on hydrological modeling has 53 

developed into a new and critical stage which integrating DLAs with dynamic geophysical 54 

processes is expected to enhance the performance and generality of data-driven models 55 

simultaneously (Frame et al., 2022; Jiang et al., 2020; Hoedt et al., 2021; Reichstein et al., 2019; 56 

Zhao et al., 2019). Recent studies have demonstrated two strategies of integrating physical 57 

constraints and DLAs: 1) using interpretation methods to demonstrate the prevalent DL 58 

architectures for gaining scientific insights. For example, Jiang et al. (2022) explored the flood 59 

inducing factors by analyzing inner works of the LSTM models. 2) embedding physical processes 60 

into DL models to improve their awareness to systematic dynamic processes. Among these 61 

research works, one strategy is adding physical informed equations into loss functions of deep 62 

learning models (Raissi et al., 2019). For example, Wang et al. (2020) proposed a Theory-guided 63 

Neural Network (TgNN), which considered groundwater related factors (including governing 64 

equations, boundary conditions, initial conditions, engineering controls and expert experience) as 65 

residual terms for loss function of the neural networks. This type of strategy is mostly suitable for 66 

specific spatial problems as it could be considered as a powerful approximator for the PDEs. 67 

Another strategy is adding physical constraints into the inner neural networks for forward 68 



 

propagation. This type of strategy is majorly based on recurrent neural networks (RNN) for 69 

timeseries simulations. For example, Kratzert et al. (2019) optimized the LSTM models with 70 

regional entity awareness for streamflow simulation; Zhao et al. (2019) integrated Penman-71 

Monteith equations into ANN models for simulation of evapotranspiration. Significantly, Niu et 72 

al. (2019) demonstrated the relationship between the network architecture of RNN family and 73 

numerical method, and theoretically supported the use of RNN to solve problems involving system 74 

dynamics. Jiang et al. (2020) successfully embedded snowmelt process into DL models for 75 

streamflow simulations. In general, most previous studies only focused on streamflow-related 76 

tasks, applications of physically constrained DL models on the GWL simulation remains to be 77 

explored. 78 

With the purpose of improving the performance of lumped DL model for GWL simulation 79 

at catchment scale with limited geological observations, this study proposed a hybrid hydrological 80 

model with water balance as physical constraints and DLA as cornerstone. The embedding of water 81 

balance equations is theoretically supported by the algorithm of solving ordinary differential 82 

equations (ODEs) with RNN (Jiang et al., 2020). The groundwater-related water balance equations 83 

are summarized from GSFLOW model (Markstrom et al., 2008), EXP-HYDRO model (Patil & 84 

Stieglitz, 2014), and TOPMODEL (Kirkby, 1975). Two prevalent DLAs for timeseries 85 

simulations, i.e., one dimensional convolutional neural network (1D-CNN) and gate recurrent unit 86 

(GRU), are established for comparisons of simulating performance. Specifically, the hybrid model 87 

consists of a self-designed RNN model (WB-Model) with wrapped water balance equations and a 88 

prevalent DL model (two-layer 1D-CNN model). Self-designed parameters of water balance 89 

equations with physical meanings in WB-Model are determined during the iterative (training) 90 

process of DLA, which strengthens the model’s understanding of physical process and 91 



 

hydrogeological characteristics of target catchments. For hybrid model, GWL simulated form WB-92 

Model serves as an input for a 2-layer 1D-CNN model to give the final output. As a result, 93 

enhanced simulation accuracy, robust, generalization ability and intelligence for inferring 94 

characteristics of catchments are expected from the proposed hybrid model. Overall, this study 95 

demonstrates that the novel hybrid model can garner the GWL-related physical knowledge in a 96 

catchment vision if integrated with physical constraints properly, which makes the physical 97 

constrained DL model be more accurate, interpretable, feasible, advanced, and promising in terms 98 

of GWL simulations for cross-region and less ungauged catchments. 99 

2 Data and methods 100 

2.1 Study area and multisource data 101 

Continental United States (CONUS), as shown in subplot(a) of Fig. 1, is divided into 18 major 102 

watersheds by U.S. Geological Survey (https://www.usgs.gov/), and each watershed contains 103 

either drainage area of a major river or the combined drainage area of several rivers. Experimental 104 

data collected in this study consist of two datasets from 10 major watersheds: New England Region 105 

(01), Mid Atlantic Region (02), South Atlantic-Gulf Region (03), Great Lakes Region (04), Ohio 106 

Region (05), Tennessee Region (06), Upper Mississippi Region (07), Lower Mississippi Region 107 

(08), Missouri Region (10) and Arkansas-White-Red Region (11). The first dataset is from publicly 108 

available Catchment Attributes and Meteorology for Large-Sample Studies (CAMELS), which 109 

contains two types of data to describe a specific catchment with minimal human disturbance: 1) 110 

seven types of basin-averaged daily hydrometeorological timeseries data mostly recorded from 111 

1980 to 2014 at hydrometeorological observation stations: precipitation (P), surface downward 112 

solar radiation (SRAD), snow water equivalent (SWE), maximum temperature (𝑇𝑚𝑎𝑥), minimum 113 

temperature (𝑇𝑚𝑖𝑛), near surface daily average vapor pressure (𝑉𝑝), and streamflow observations 114 

https://www.usgs.gov/


 

at catchment outlet (SF); and 2) six types of averaged catchment attributes, i.e., topography and 115 

location, climate indices, hydrological signatures, land cover characteristics, soil characteristics, 116 

and geological characteristics (Addor et al., 2017; Newman et al., 2015). Each catchment in the 117 

CAMELS dataset is represented by a hydrological unique code (HUC). The second dataset is the 118 

freely available daily GWL data corresponding to catchments in the CAMELS dataset, which was 119 

collected and compiled by U.S. Geological Survey. In this study, we selected the GWL data 120 

following three principles simultaneously. First, the selected groundwater wells must provide daily 121 

GWL data with 25 to 30 consecutive years between 1980 and 2014. Lower limit of 25 years was 122 

set to ensure both enough monitoring wells that could meet the standard and a satisfying amount 123 

of data for the need of DL model. Meanwhile, upper limit of 30 years was set to control the 124 

difference of data volume for DL model to ensure the simulation results were comparable. Second, 125 

as shown in Fig. 1, GWL data must be collected from the monitoring wells closest to the 126 

streamflow observation stations from the same catchment. This principle was set to make sure that 127 

the hydrological factors in the CAMELS dataset were major driving forces of the GWL changes. 128 

Despite we recognized that the boundaries of groundwater and streamflow catchments are not 129 

always perfectly overlapped, among the dataset we collected, compared with the average 130 

catchment area of 812 𝑘𝑚2, we believed that the average distance of 20 km between groundwater 131 

monitoring wells and streamflow stations was small enough to ensure their potential interactions. 132 

Third, since the CAMELS dataset contained only catchments with minimal human impacts and 133 

human impacts were not considered in this study, the groundwater data we collected should also 134 

avoid urban and agricultural areas with frequent human activities. However, most of the wells we 135 

collected in the western CONUS, especially in California Region, presented obvious traces of 136 

human activities such as pumping. The number of eligible wells in those regions is negligible. As 137 



 

a result, 91 catchments from 10 major watersheds located in the central eastern CONUS were used 138 

for this study (Fig. 1).  139 

 140 

Fig. 1. Distribution of streamflow observations and groundwater monitoring wells used in 141 

this study. Map of the 18 major watersheds of Continental United States (subplot(a)). 142 

Examples of several catchments and locations of groundwater wells and streamflow 143 

stations (subplot(b)). 144 

 145 

2.2 Deep learning methods for hydrological timeseries simulation 146 

2.2.1 Gate recurrent unit 147 

A general concept of RNNs refers to a class of ANNs with recurrent cells, which works on 148 

the principle of storing the output of a particular layer and feeding it back to the input in order to 149 

predict the optimate output of the layer. During the past decades, a variety of RNN-based DL 150 

models, including GRU and LSTM, were proposed following different strategies of designing the 151 



 

recurrent cell. To better introduce GRU model, we will firstly introduce the basic model of RNN 152 

family, i.e., simple RNN model. As shown in Fig. 2(a), a simple RNN (Rumelhart et al., 1986) 153 

recurses in the evolution direction of the sequence and all nodes are connected in a chain. The key 154 

point of a simple RNN model is the concept of hidden state (𝑆𝑡), which stores information from 155 

previous time steps and delivers the previous features to predict the output (𝑦𝑡). The specific 156 

algorithms are listed as follows: 157 

𝑆𝑡 = 𝜎𝑠(𝑈𝑠𝑥𝑡 +𝑊𝑠𝑆𝑡−1 + 𝑏𝑠) (1) 158 

𝑦𝑡 = 𝜎𝑦(𝑊𝑦𝑆𝑡 + 𝑏𝑦) (2) 159 

where 𝜎 is an activation function strategy, U and W are weight matrices, and b is a bias vector. 160 

Theoretically, RNN can make use of all the information from former sequence, which makes it a 161 

preferred strategy for timeseries analysis. However, due to the gradient vanishing and explosion 162 

problems, a simple RNN would perform poorly when it comes to long sequence analysis because 163 

outputs are likely to be only determined by several former steps. In order to solve these problems, 164 

LSTM was firstly brought up for language processing with three gating controllers and two hidden 165 

states (Hochreiter and Schmidhuber, 1997). To simplify the LSTM structure, GRU neural 166 

networks (as shown in Fig. 2(b)) were proposed by Cho et al. (2014). GRU neural networks share 167 

a similar chain structure with that of a simple RNN, but the internal operations inside the recurrent 168 

cell are optimized for long short-term sequence simulation. The core algorithm of GRU is the two-169 

gate controller: reset gate and update gate. The reset gate determines how to combine the new input 170 

information with the previous memory (which information will be stored or deleted), and the 171 

update gate defines the amount of previous memory saved to the current state (which data will be 172 

output from the current state). Computational workflow of GRU can be summarized as follows: 173 

𝑧𝑡 =  𝜎(𝑊𝑧[𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑧) (3) 174 

𝑟𝑡 =  𝜎(𝑊𝑟[𝑥𝑡 , ℎ𝑡−1] + 𝑏𝑟) (4) 175 



 

ℎ𝑡̂ = tanh(𝑊ℎ ∙ 𝑥𝑡 + 𝑈ℎ ∙ (𝑟𝑡⨂ℎ𝑡−1) + 𝑏ℎ) (5) 176 

ℎ𝑡 = (1 − 𝑧𝑡)⨂ℎ𝑡−1 + 𝑧𝑡⨂ℎ𝑡̂ (6) 177 

where 𝑊  and 𝑏  are weight matrices and bias vectors; 𝑧𝑡  and 𝑟𝑡  are update and rese gates’ 178 

activation vectors; ℎ𝑡̂ is potential update vector; 𝜎 and tanh are sigmoid and hyperbolic tangent 179 

functions. Recently, several studies have shown that GRU presents similar, if not better, simulation 180 

performance with LSTM but a better computational efficiency due to a reduction of structural 181 

complexity (Ayzel and Heistermann, 2021; Gao et al., 2020). Therefore, we applied GRU 182 

networks as one scenario of GWL simulation. As shown in Fig. 2(d), referring to the modelling 183 

strategy introduced by Cai et al. (2021), we adopted two GRU layers with a full connection layer 184 

and a dropout layer for the catchment-scale GWL simulation. 185 

2.2.2 One dimensional convolutional neural network (1D-CNN) 186 

Convolutional neural network was firstly proposed by LeCun et al. (1989), who integrated 187 

the back propagation algorithm and shared weights into convolutional neural layer. Normally, the 188 

basic structure of CNN consists of input layer, convolutional layer, pooling layer, full connection 189 

layer, and output layer. As shown in Fig. 2(c), 1D-CNN structure applied in this study adopts 190 

convolution layer and pooling layer alternately. A convolution operation involves two steps: 1) 191 

multiple learnable convolutional kernels (also known as filters) read the former layer, such as input 192 

layer, by sliding on sequence matrix; and 2) the output features of the upper layer are convoluted 193 

with the convolution kernel, that is, the dot product operation is performed between the input term 194 

and the convolution kernel, and then the results are sent to the activation function to obtain the 195 

output features. The essence of convolutional layer is similar to RNN-based DLA, which is 196 

extracting the most relevant features of input sequence for output sequence predicting. Comparing 197 

with a fully connected layer, the 1D-CNN layers do not require the manipulation of lags 198 

concatenation and decrease the memory resources allocated accordingly (Jiang et al., 2020). 199 



 

Comparing with the RNN-based DL model, the algorithm of 1D-CNN is more concise, which may 200 

make its simulation performance not be as good as that of RNN-based model, but its calculation 201 

speed will be much faster (Jiang et al., 2020). To this point, 1D-CNN layers are chosen as one 202 

section of the hybrid model for efficient testing. 203 

 204 

Fig. 2. (a) Structure of a simple Recurrent Neural Network. (b) Structure of Gate 205 

Recurrent Unit. (c) Structure of 1D-Convolutional Neural Network. (d) Workflow of 206 

GRU-DL model in this study. 207 

 208 



 

2.2.3 DLA for solving ODEs 209 

In general, the simplest form of RNN-based model is that the input vector sequence 210 

(𝑥1, 𝑥2, … , 𝑥𝑡) and output vector sequence (𝑦1, 𝑦2, … , 𝑦𝑡) should satisfy the following recursive 211 

relationship: 212 

                                                          𝑦𝑡 = 𝑓(𝑦𝑡−1, 𝑥𝑡 , 𝑡)                                                                   (7) 213 

As shown in Fig. 2, state (𝑆𝑡) stores and propagates the information from last time step (𝑆𝑡−1), 214 

which leads to the simplest RNN model is in fact a recursive computation model as follows: 215 

𝑦𝑡 = tanh(𝑊1𝑦𝑡−1 +𝑊2𝑥𝑡 + 𝑏) (8) 216 

where 𝑊 and 𝑏 are weight matrices and bias vectors.  217 

Research concerned with dynamics and dynamical systems is usually closely related to the 218 

solution of ODEs (Jiang et al., 2020). General ODEs have the following form: 219 

𝑦̇(𝑡) = 𝑓(𝑦(𝑡), 𝑡) (9) 220 

Only a few ODEs can be solved analytically. In most cases, numerical method is regarded as the 221 

first choice for solving ODEs. Euler method is a basic numerical method for solving initial value 222 

problems of the first-order ODEs (Butcher, 2000). Implicit Euler method uses the first-order 223 

backward difference quotient instead of differentiation, that is: 224 

𝑦̇ ≈  
𝑦(𝑘) − 𝑦(𝑘 − 1)

𝑡(𝑘) − 𝑡(𝑘 − 1)
=  
𝑦(𝑘) − 𝑦(𝑘 − 1)

ℎ
 (10) 225 

where ℎ is time step. In this case, the differential equation becomes an implicit difference equation:  226 

{
𝑦(𝑘) = 𝑦(𝑘 − 1) + ℎ𝑓(𝑡(𝑘), 𝑦(𝑘))

𝑦(0) = 𝑦0
  (11) 227 

In the k-th iteration, 𝑦(𝑘 − 1) and 𝑡(𝑘) are known values, 𝑦(𝑘) is the unknown value to be 228 

obtained, and 𝑓(𝑡(𝑘), 𝑦(𝑘)) is a function of the unknown value 𝑦(𝑘) to be solved. Normally, 𝑦(𝑘) 229 

can be solved by iterative solution of nonlinear equations (such as Newton's iterative method): 230 



 

calculating the values of 𝑦(1), 𝑦(2), 𝑦(3), 𝑦(4), ..., 𝑦(𝑛) in turns, and the discrete sequence is the 231 

numerical solution of the differential equation. However, comparing Eq. 7 with Eq. 11, it can be 232 

concluded that the Euler solution of ODE is theoretically a special case of RNN. The forward 233 

propagation of RNN corresponds to the Euler solution of ODE. Meanwhile, the backpropagation 234 

process of RNN for determining the parameters brings out the advantage of applying RNN to solve 235 

ODE (Tan et al., 2018). To be more specific, in actual problems, there is a type of problem called 236 

“model inference”, which is based on the known experimental data. The ultimate goal is to guess 237 

the model (mechanism inference) that this batch of data conforms to. The approach to solve this 238 

type of problem is roughly divided into two steps: the first step is to guess the form of the model, 239 

and the second step is to determine the parameters of the model (Viana et al., 2021). In our case, 240 

assuming that this batch of data can be described by an ODE whose form is already known, what 241 

needs to be focused on is the estimation of the inner parameters. From the perspective of RNN, 242 

the process of parameter determination corresponds to how the propagation mechanism of RNN 243 

model is designed: forward propagation is to solve ODE (RNN prediction process), and 244 

backpropagation is to infer ODE parameters naturally (RNN training process). An interesting fact 245 

is that, inferencing ODE parameters is a well-studied subject, but it is just one of the most basic 246 

applications of RNN model.  247 

As shown in Fig. 3, general idea of inserting physical constrained ODEs into the general 248 

concept of RNN structure is to replace the step function of simple RNN model with differentiable 249 

physical constrained equations. In our case, the proposed WB-Model is designed to encode 250 

geosystem dynamics as a neural network architecture with RNN backend. Within the self-designed 251 

RNN architecture, the connections (Eq. 1 and Eq. 2) between neurons in simple RNN structure, 252 

inputs, states, and outputs, are specified with the state-space representation in an explicit discrete 253 



 

form of governing functions, which in our case are the water balance equations. Specifically, we 254 

replaced the algorithms and the activation functions for calculating the states (𝑆𝑡) in hidden layer 255 

and output (𝑦𝑡) by water balance ODEs with self-designed state variables, self-designed flux 256 

variables and self-learnable parameters (see equations in Fig. 3(a) and Fig. 3(b), respectively). To 257 

make it clearer, Fig. 3(c) presents the structure and unfolded network schematic graph of the WB-258 

Model layer. Unlike simple RNN model, which possesses one state variable for each hidden layer, 259 

WB-Model is equipped with five states variables (𝑆0, 𝑆1, … , 𝑆4) for each of the so-called hidden 260 

layer. Each state variable represents a specific groundwater related hydrological reservoir. To 261 

calculate and update the state variables, nine flux variables are introduced. Each flux variable 262 

represents a flow process. Flux variables are like the ‘bridges’ connecting the state variables in 263 

order. To make the flux variable accurate and meaningful, 16 self-learnable parameters (𝜃𝑃 ), 264 

consisting of 𝜃𝑃
𝑓
 and 𝜃𝑃

𝑔
, with physical meanings are introduced. Each parameter is determined by 265 

the gradient descent algorithm wrapped in the ordinary RNN model. Relevant descriptions about 266 

the water balance equations, self-designed state variables, self-designed flux variables, and self-267 

learnable parameters applied in this WB-Model are introduced in detail in subsection 2.3. In 268 

summary, we redefined the step function of ordinary RNN to solve the target ODEs by introducing 269 

self-designed state variables, self-designed flux variables, and self-learnable parameters with 270 

physical meanings.  271 



 

 272 

Fig. 3. Architectures of the simple RNN layer and the proposed WB-Model layer. 273 

2.3 Groundwater-related water balance equations 274 

The essence principle for process-based models is water balance, a form of mass conservation 275 

law in terms of hydrological research (Herrmann et al., 2016), with a generic equation as: 276 

𝑑𝑆

𝑑𝑡
= 𝐼(𝑡) − 𝑂(𝑡)  (12) 277 

where S is the water storage unit, I(t) is the inflow to the unit at time t and O(t) is the outflow from 278 

the unit at time t. Traditional process-based hydrological model usually divides the catchments 279 

into segments (hydrological units) and calculates the flow between adjacent segments based on 280 

water balance equations and hydrogeological characters of segments. In addition to spatial and 281 

temporal resolutions, existing process-based hydrological models majorly differ in mathematical 282 

algorithm of I(t) and O(t) (Jiang et al., 2020). In this subsection, we summarized water balance 283 

equations related to GWL from different process-based models including GSFLOW model 284 

(Markstrom et al., 2008), EXP-HYDRO model (Patil & Stieglitz, 2014) and TOPMODEL (Kirkby, 285 



 

1975). These processes were integrated into DL by replacing the states and learnable parameters 286 

with water balance equations for RNN model. We named the model and equations wrapped in the 287 

RNN model as WB-Model, and related processes and equations are listed below. 288 

2.3.1 Canopy interception 289 

As shown in Fig. 4, interception of precipitation by plant canopy is computed during a time 290 

step as a function of plant-cover density and the storage available on the predominant plant cover 291 

type. The variability of the CAMELS dataset makes it possible to demonstrate the plant canopy 292 

interception process since the landcover related data is included (Dunkerley and Booth, 1999). 293 

Precipitation that reaches the ground is calculated by the sum of throughfall and precipitation on 294 

the catchment not covered by plants. Canopy interception is closely related to the vegetation type 295 

and local climate condition (Tao et al., 2020; Trinh and Chui, 2013). In this subsection, we set a 296 

reservoir (𝑆0) for the storage change of canopy interception. Two critical learnable parameters, the 297 

maximum capacity of canopy interception (𝑆𝐶𝑚𝑎𝑥) and canopy interception coefficient related to 298 

plant type (𝐾𝑐), were introduced for physical RNN model. Since CONUS locates in the Northern 299 

Hemisphere, we determined the seasons according to the averaged day-length: if the day-length is 300 

longer than 0.5, we set a range with higher mean value of 𝐾𝑐  and 𝑆𝐶𝑚𝑎𝑥  because vegetation 301 

flourishes in autumn and summer; conversely, if day-length is shorter than 0.5, we set a range with 302 

smaller mean value of 𝐾𝑐 and 𝑆𝐶𝑚𝑎𝑥 for winter and spring. The equations (Leavesley et al., 1983) 303 

can be summarized as: 304 

                                   𝑃𝑖𝑛𝑡       = {

𝐾𝑐 × 𝐷𝑐 × 𝐴, 0 ≤ 𝑆0 ≤ 𝑆𝐶𝑚𝑎𝑥
0 ,   𝑆0 < 0

𝑃𝑚𝑎𝑥 ,   𝑆0 > 𝑆𝐶𝑚𝑎𝑥

                                                 (13) 305 

                                                
𝑑𝑆0

𝑑𝑡
= 𝑃𝑖𝑛𝑡                                                                       (14) 306 



 

                               {
𝐾𝑐 = 𝐾𝑐𝑠;  𝑆𝐶𝑚𝑎𝑥 = 𝑆𝐶𝑆𝑚𝑎𝑥 , 𝑤ℎ𝑒𝑛 𝐷𝑎𝑦𝐿 ≥ 0.5 
𝐾𝑐 = 𝐾𝑐𝑤;  𝑆𝐶𝑚𝑎𝑥 = 𝑆𝐶𝑊𝑚𝑎𝑥, 𝑤ℎ𝑒𝑛 𝐷𝑎𝑦𝐿 < 0.5

                                    (15) 307 

where 𝐷𝑐 is vegetation coverage, which reflects the spatial coverage of vegetation. A is catchment 308 

area. Values of 𝐷𝑐 and A are from the CAMELS dataset.  309 

 310 

Fig. 4. The main hydrological processes considered in the proposed model. 311 

2.3.2 Snow melt 312 

Snow melt process, a critical factor for hydrological simulation especially in cold regions, 313 

has been proven to be a key point for streamflow simulations with DL methods (Broxton et al., 314 

2019). Inspired by the methods of wrapping EXP-HYDRO model (Patil and Stieglitz, 2014) into 315 

P-RNN model (Jiang et al., 2020), the snow melt process is implanted into the hybrid model as 316 

follows. 317 

First, the precipitation reaches the ground will be divided into snowfall (𝑃𝑠) and rainfall (𝑃𝑟), 318 

which is controlled by daily temperature (T) and threshold temperature of snowfall (𝑇𝑚𝑖𝑛): 319 

                                         {
𝑃𝑟 = 𝑃 − 𝑃𝑖𝑛𝑡; 𝑃𝑠 = 0,𝑤ℎ𝑒𝑛 𝑇 > 𝑇𝑚𝑖𝑛
𝑃𝑠 = 𝑃 − 𝑃𝑖𝑛𝑡; 𝑃𝑟 = 0,𝑤ℎ𝑒𝑛 𝑇 ≤ 𝑇𝑚𝑖𝑛

                                                      (16) 320 

Then, water from snow melt was calculated as: 321 



 

𝑀 = {
min{𝑆1, 𝐷𝑓 × (𝑇 − 𝑇𝑚𝑎𝑥)} ,  𝑖𝑓𝑆1 > 0 𝑎𝑛𝑑 𝑇 > 𝑇𝑚𝑎𝑥

0,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(17) 322 

where 𝐷𝑓 is thermal degree-day factor, 𝑇𝑚𝑎𝑥 is temperature threshold of snowmelt, and 𝑆1 was the 323 

snow reservoir, which can be expressed as: 324 

                                                                  
𝑑𝑆1
𝑑𝑡

= 𝑃𝑠 −𝑀                                                                            (18) 325 

2.3.3 Soil retention and groundwater flow  326 

Describing the dynamic system of water movement in soil has always been a complex but 327 

critical object for groundwater simulation (Banwart et al., 2019; Cai et al., 2021). Indeed, soil 328 

structure affects the all-round local hydrological response (Fatichi et al., 2020). What we focused 329 

on was the water distribution in soil that meets the catchment-scale water balance requirements. 330 

Again, this part is referred to the soil structures introduced in GSFLOW model. Specifically, we 331 

only considered the downward vertical flow process between preferential reservoir, capillary 332 

reservoir, and gravity reservoir, with the aim of meeting the catchment-scale water balance.  333 

2.3.3.1 Preferential reservoir 334 

When precipitation and snow melt reach the ground, a fraction of infiltration is apportioned 335 

to the preferential-flow reservoir to account for fast interflow through large openings in the soil 336 

zone near land surface, while the rest of the water, which is generated when the precipitation rate 337 

exceeds the infiltration rate of the soil that may not be saturated will be classified as Hortonian 338 

flow (Horton, 1933). Eventually, both Hortonian flow and preferential flow contribute to the 339 

streamflow of catchment outlet. Referring to the TOPMODEL and P-RNN model, water flow in 340 

the preferential-flow bucket can be calculated as:  341 

𝑄ℎ𝑜𝑟 = (𝑃𝑟 +𝑀) × (1 − 𝑅𝑖𝑛) (19) 342 



 

𝑄𝑝𝑟𝑒𝑓 = {

0,        𝑆2 < 0 

(𝑃𝑟 +𝑀) × 𝑅𝑖𝑛 × 𝑅𝑝𝑟 × 𝑒
−𝑓∙(𝑆𝑝𝑚𝑎𝑥−𝑆2),

𝑄𝑝𝑚𝑎𝑥,    𝑆2 > 𝑆𝑝𝑚𝑎𝑥

0 ≤ 𝑆2 ≤ 𝑆𝑝𝑚𝑎𝑥 (20) 343 

where 𝑅𝑖𝑛 is the infiltration rate; 𝑅𝑝𝑟 is the coefficient of fast interflow; 𝑓 is decay factor;  𝑆2 is 344 

preferential reservoir; 𝑆𝑝𝑚𝑎𝑥  is the storage capacity of preferential bucket; and 𝑄𝑝𝑚𝑎𝑥  is the 345 

maximum preferential flow. The values of the parameters are learned during iterative process of 346 

self-designed RNN model, which can be expressed as: 347 

   
𝑑𝑆2
𝑑𝑡

= (𝑃𝑟 +𝑀) × 𝑅𝑖𝑛 × 𝑅𝑝𝑟 (21) 348 

2.3.3.2 Capillary reservoir 349 

The capillary reservoir represents water held in the soil by capillary forces between the wilting 350 

and field-capacity thresholds. Water is removed from the reservoir by evapotranspiration 351 

(Markstrom et al., 2008). Referred to the EXP-HYDRO model and P-RNN model, the PET 352 

(Potential Evapotranspiration) is estimated by Hamon’s formulation. Therefore, the calculation 353 

can be concluded as follows: 354 

𝑄𝑐𝑎𝑝 = (𝑃𝑟 +𝑀) × 𝑅𝑖𝑛 × (1 − 𝑅𝑝𝑟) (22) 355 

𝑑𝑆3
𝑑𝑡

= 𝑄𝑐𝑎𝑝 − 𝐸𝑇 (23) 356 

𝐸𝑇 =

{
 
 

 
 0,    𝑆3 < 𝑆𝑐𝑚𝑖𝑛

𝑃𝐸𝑇 × (
𝑆3

𝑆𝑐𝑚𝑎𝑥
)

𝑃𝐸𝑇,  𝑆3 > 𝑆𝑐𝑚𝑎𝑥

,  0 < 𝑆3 < 𝑆𝑐𝑚𝑎𝑥 (24) 357 

𝑃𝐸𝑇 = 29.8 × 𝐿𝑑𝑎𝑦 ×
0.611 ∙ 𝑒17.3∙

𝑇
𝑇+237.3

𝑇 + 237.3
(25) 358 

where 𝑄𝑐𝑎𝑝 is the waterflow into capillary reservoir,  𝑆3 is capillary reservoir, 𝑆𝑐𝑚𝑖𝑛 and 𝑆𝑐𝑚𝑎𝑥 are 359 

the minimum and maximum storage capacities of capillary reservoir, 𝐿𝑑𝑎𝑦 is day length and T is 360 



 

local temperature. The main function of capillary reservoir is to calculate the amount of 361 

evapotranspiration. The maximum storage capacity represents the field capacity, and the minimum 362 

storage capacity represents the minimum storage capacity held by vegetation. 363 

2.3.3.3 Gravity reservoir 364 

The gravity reservoir represents water in the soil zone between field-capacity and saturation 365 

thresholds. This reservoir was developed to provide gravity drainage from the soil zone to the 366 

unsaturated zone, which will eventually discharge to the groundwater. According to GSFLOW 367 

model, slow interflow from the gravity reservoirs represents the perching of water in the soil zone 368 

above the water table that can occur because of mineralization near the bottom of the soil zone or 369 

when soil develops over fine-grained material. Slow interflow can occur when the water content 370 

in the soil zone exceeds the field-capacity threshold. Slow interflow is developed from continuity 371 

and an empirical equation (Leavesley et al., 1983). For the lumped hydrological model, we added 372 

a decay process for slow interflow referring to TOPMODEL, which can be written as: 373 

𝑄𝑠𝑙𝑜𝑤 = {

0,        𝑆4 < 0

𝑄𝑔𝑟𝑎 × 𝑘𝑙 + 𝑄𝑔𝑟𝑎
2 × 𝑘𝑛 ×

𝑄𝑔𝑚𝑎𝑥,    𝑆4 > 𝑆𝑔𝑚𝑎𝑥

𝑒−𝑓∙(𝑆𝑔𝑚𝑎𝑥−𝑆4),  0 ≤ 𝑆4 ≤ 𝑆𝑔𝑚𝑎𝑥 (26) 374 

𝑄𝑔𝑟𝑎 = 𝑄𝑐𝑎𝑝 − 𝐸𝑇 (27) 375 

𝑑𝑆4
𝑑𝑡

= 𝑄𝑠𝑙𝑜𝑤 (28) 376 

where 𝑄𝑔𝑟𝑎 is the water flows into gravity reservoir;  𝑆4 is gravity reservoir; 𝑆𝑔𝑚𝑎𝑥 is maximum 377 

storage capacity of gravity reservoir; 𝑘𝑙 is linear coefficient of slow interflow; 𝑘𝑛 is non-linear 378 

coefficient of slow interflow; and 𝑄𝑔𝑚𝑎𝑥 is the maximum slow interflow.  379 

Finally, the outputs of the water balance model are expressed as: 380 

𝑄𝑠𝑡𝑟𝑒𝑎𝑚 = 𝑄ℎ𝑜𝑟 + 𝑄𝑝𝑟𝑒𝑓 + 𝑄𝑠𝑙𝑜𝑤 (29) 381 



 

𝑄𝑔𝑤 = 𝑄𝑔𝑟𝑎 − 𝑄𝑠𝑙𝑜𝑤 (30) 382 

where 𝑄𝑠𝑡𝑟𝑒𝑎𝑚 is the water flowing into stream at catchment outlet and 𝑄𝑔𝑤 is the proportion of 383 

water that flows into groundwater at the catchment scale. 384 

Table 1. Pseudocode of the ODE-RNN layer for GWL simulation. 385 

Algorithm: the water balance wrapped GWL-RNN layer 

Input forcings: Precipitation 〈𝑷〉, temperature 〈𝑻〉 and day length 〈𝑫𝒂𝒚𝒍〉 

Self-learnable parameters: 

𝑺𝑪𝒎𝒂𝒙, 𝑲𝒄, 𝑻𝒎𝒊𝒏, 𝑻𝒎𝒂𝒙, 𝑫𝒇, 𝑹𝒊𝒏, 𝑹𝒑𝒓 , 𝑺𝒑𝒎𝒂𝒙, 𝑸𝒑𝒎𝒂𝒙,𝒇, 𝑺𝒄𝒂𝒑𝒎𝒂𝒙, 𝑺𝒄𝒂𝒑𝒎𝒊𝒏, 𝒌𝒍, 𝒌𝒏, 𝑺𝒈𝒎𝒂𝒙, 𝑸𝒈𝒎𝒂𝒙 

State initialization: 𝑺𝟎
(𝟎)
= 𝟎, 𝑺𝟏

(𝟎)
= 𝟎, 𝑺𝟐

(𝟎)
= 𝟎, 𝑺𝟑

(𝟎)
= 𝟎 and 𝑺𝟒

(𝟎)
= 𝟎 

Calculate PET (mm) via Hamon’s formulation Eqs. (24) and (25) 

Define step-functions ([𝑷(𝒊), 𝑻(𝒊), 𝑷𝑬𝑻(𝒊)], [ 𝑺𝟎
(𝒊−𝟏)

, 𝑺𝟏
(𝒊−𝟏)

 𝑺𝟐
(𝒊−𝟏)

 𝑺𝟑
(𝒊−𝟏)

 𝑺𝟒
(𝒊−𝟏)

], self-learnable parameters) 

via Eq. (13) to Eq. (28) 

      Calculate 𝑷𝒊𝒏𝒕
𝒊 , 𝑷𝒔

𝒊 , 𝑷𝒓
𝒊 , 𝑴𝒊, 𝑸𝒄𝒂𝒑

𝒊 , 𝑸𝒑𝒓𝒆𝒇
𝒊 , 𝑸𝒉𝒐𝒓

𝒊 , 𝑸𝒈𝒓𝒂
𝒊 , 𝑸𝒔𝒍𝒐𝒘

𝒊   

      Calculate 𝑺𝟎
(𝒊), 𝑺𝟏

(𝒊), 𝑺𝟐
(𝒊), 𝑺𝟑

(𝒊), 𝑺𝟒
(𝒊)

 

Return 𝑺𝟎
(𝒊), 𝑺𝟏

(𝒊), 𝑺𝟐
(𝒊), 𝑺𝟑

(𝒊), 𝑺𝟒
(𝒊)

 

Run RNN (step-function,[P, T, Dayl, PET], [𝑺𝟎
(𝟎), 𝑺𝟏

(𝟎), 𝑺𝟐
(𝟎), 𝑺𝟑

(𝟎), 𝑺𝟒
(𝟎)

]) for sequences of 𝑺𝟎, 𝑺𝟏, 𝑺𝟐, 𝑺𝟑, 𝑺𝟒 

Calculate timeseries 𝑸𝒈𝒘 by Eqs. (29) and (30) 

Output: the sequence of GWL near the catchment outlet (𝑸𝒈𝒘) 

 386 

        To better illustrate the way of wrapping above equations into WB-Model, we use snow melt 387 

process in subsection 2.3.2 as an example. The precipitation that reaches the ground (flux from 388 

canopy interception reservoir) and temperature in input (𝑥𝑡) will be used for initial input for this 389 

section, the snow reservoir. Firstly, we set a temperature threshold 𝑇𝑚𝑖𝑛 ranging from -3℃ to 0℃ 390 

to determine whether precipitation reaching the ground is in form of rainfall or snow (Eq. 16). 391 



 

Secondly, we set a temperature threshold 𝑇𝑚𝑎𝑥 ranging from 0℃ to 3℃ to determine when the 392 

snow starts to melt. A thermal degree-day factor 𝐷𝑓 ranging from 0 to 5 (mm/day/℃) was set to 393 

calculate the snow melt (Eq. 17). The state variable (𝑆1
𝑡), which represent the snow storage, is 394 

updated by Eq. 18 as 𝑆1
𝑡 = 𝑆1

𝑡−1 + 𝑃𝑠
𝑡 −𝑀𝑡. In this case, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥 and 𝐷𝑓 will be determined 395 

through the training process. Above process is inserted into the neural network by defining 𝑆1, 396 

rainfall, snow and melt with Eq. 16 to Eq. 18. Further, the flux out of snow reservoir (𝑆1), which 397 

is the rainfall and snow melt, will serve as the input for preferential reservoir in subsection 2.3.3.1 398 

to further update 𝑆2 and calculate other fluxes. With similar process, state variables will be updated 399 

in order from 𝑆0 to 𝑆4 indicating water flows from precipitation to groundwater. As a result, after 400 

updating the five states and nine flux variables, the preliminary groundwater fluctuation would be 401 

calculated as Eq. 30. Pseudocode of the ODE-RNN layer for GWL simulation is presented in Table 402 

1. Overall, the process-based groundwater model involves three input daily variables from the 403 

CAMELS dataset (Precipitation, averaged Temperature and Day-length), five states variables (S0, 404 

S1, S2, S3 and S4), nine flux variables (𝑃𝑓𝑎𝑙𝑙 ,  𝑃𝑠, 𝑃𝑟 , 𝑀,  𝑄𝑐𝑎𝑝, 𝑄𝑝𝑟𝑒𝑓, 𝑄ℎ𝑜𝑟, 𝑄𝑔𝑟𝑎 and 𝑄𝑠𝑙𝑜𝑤), and 16 405 

learnable parameters, which controls the hydrological behaviors (𝑆𝐶𝑚𝑎𝑥, 𝐾𝑐, 𝑇𝑚𝑖𝑛, 𝑇𝑚𝑎𝑥, 𝐷𝑓, 𝑅𝑖𝑛, 406 

𝑅𝑝𝑟, 𝑆𝑝𝑚𝑎𝑥, 𝑄𝑝𝑚𝑎𝑥,𝑓, 𝑆𝑐𝑚𝑎𝑥, 𝑆𝑚𝑖𝑛, 𝑘𝑙, 𝑘𝑛, 𝑆𝑔𝑚𝑎𝑥, 𝑄𝑔𝑚𝑎𝑥). Again, the proposed WB-Model is a 407 

spatially lumped DL model with physical constrains, which adheres strictly to the law of water 408 

balance.  409 

2.4 Integrated hybrid framework for GWL simulation 410 

Inspired by the outstanding work of P-RNN integrated hybrid streamflow simulation model 411 

(Jiang et al., 2020) and previous work of exploring the usage of DL model for large-scale GWL 412 

simulation (Cai et al., 2021), this study proposed a hydrology-aware DL architecture for GWL 413 

simulation. As presented in Fig. 5, there were two pipelines for the hybrid model. The first pipeline 414 



 

was the water balance based RNN model (WB-Model), which wrapped catchments attributes and 415 

water balance equations into DLA. The forcing variables for this pipeline were precipitation, day-416 

length, and temperature. The parameters within WB-Model were trained separately to present a 417 

preliminary GWL, which was furtherly served as one of the input variables for the second pipeline. 418 

The second pipeline was a sequence-to-sequence DL model, which maps the meteorological 419 

sequences to GWL sequence. The input variables of the second pipeline included the preliminary 420 

GWL simulated by WB-Model and the other six dynamic forcings provided by the CAMELS 421 

dataset. The objective of WB-Model was to identify geo-hydrological information from 422 

observations of the external world and reorganize them in form of providing simulated preliminary 423 

GWL. In other words, WB-Model was used to facilitate the prevalent DL model. The core function 424 

of WB-Model was to combine water balance equations and DL algorithm to capture the fluctuation 425 

characteristics of GWL that response to driven factors. As a result, the preliminary GWL simulated 426 

by WB-Model was served as an important input forcing to strengthen the training process of hybrid 427 

model. Considering the ability of handling lagged effect from hydrological signals (Feng et al., 428 

2020) and a faster computing speed than RNN-based model (Jiang et al., 2020), a two-layer 1D-429 

CNN model was chosen as the main DLA for simulating the GWL. After a large number of 430 

preliminary experiments considering the trade-off between increasing modelling accuracy and 431 

reducing the complexity of the model structure, the first layer applied 8 kernel filters, each with a 432 

length of 15. The length of 15 symbolized that the influence on the current hydrological response 433 

could be traced back to 15 days ago. From a hydrological viewpoint, tracing the influences on the 434 

current hydrological response back to 10 days ago is a common strategy in data-driven 435 

hydrological models and has been proven to be successful for streamflow simulation with similar 436 

method (Jiang et al., 2020). Since our simulation target is GWL for phreatic aquifer, the 437 



 

hydrological response time will be a little longer than that of streamflow simulation. The set of 15-438 

day hydrological response time was based on a large number of preliminary experiments. 439 

Nevertheless, we cannot ensure that 15-day hydrological response time is the most accurate setting 440 

for each specific catchment. However, this setting is overall feasible for GWL simulations of these 441 

91 catchments and is in line with common strategy in data-driven hydrological models. The second 442 

layer used 1 convolution kernel filter for analyzing the output of the first layer and providing the 443 

final results. Zero-padding strategy was adopted for ensuring the output had the same sequence 444 

length as the input sequence after filtering by kernel filters. 445 

 446 



 

Fig. 5. The proposed generic architecture that explicitly embedding water balance 447 

constrained dynamic behaviors into DL models. 448 

The performance of the model was evaluated with Nash-Sutcliffe coefficient of Efficiency 449 

(NSE) value (Nash and Sutcliffe, 1970) as follows: 450 

𝑁𝑆𝐸 = 1 −
∑ (𝑄𝑠 − 𝑄𝑜)
𝑛
𝑖=1

2

∑ (𝑄𝑂 − 𝑄𝑂̅̅ ̅̅ )
2𝑛

𝑖=1

(31) 451 

where 𝑄𝑠, 𝑄𝑜 and 𝑄𝑂̅̅ ̅̅  are the simulated, observed and mean observed GWL. NSE is widely used 452 

for model assessment, which ranges from −∞ to 1. The closer NSE is to 1, the better the simulation 453 

result is. The NSE value was also set as loss function for all the DL models in this study. 80% of 454 

each timeseries was divided as training set while the rest 20% of the data was used as testing set. 455 

The epochs number was set as 400 and the learning rate was 0.01. The number of parameters in 456 

hybrid model is 593 including 16 self-designed parameters in WB-Model, 568 parameters in first 457 

1-D CNN layer and 9 parameters in the second 1-D CNN layer. All the models and equations 458 

introduced in this study were coded with Python 3.6 with Keras as coding API and Tensorflow 1.4 459 

as the DL backend with no GPU requirement.  460 

         Generation ability (GA) is an important evaluation criterion for data-driven model (Chen et 461 

al., 2020). It reflects the ability of DL model, which is well trained, to digest new data and make 462 

accurate predictions. The calculation method is as follows: 463 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑂𝑠 − 𝑂𝑂)

2

𝑁

𝑖=1

 (32) 464 

𝐺𝐴 =  
𝑅𝑀𝑆𝐸𝑝𝑟𝑒𝑑

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑖𝑛
  (33) 465 

where 𝑂𝑠 and 𝑂𝑜 are the simulated and observed GWL; RMSE refers to Root Mean Square Error, 466 

which measures the average magnitude of the error between model simulations and observations; 467 

and GA is calculated as the ratio of the RMSE values between predicting process and training 468 



 

process (Yoon et al., 2011). If the data-driven model simulates GWL perfectly, the GA values will 469 

be unity. Otherwise, if the model is over trained or overfitting, the GA values will exceed unity. In 470 

this case, the model would not give accurate predictions even though it is able to provide accurate 471 

fittings for the training data. The GA values will be less than unity if the model is under trained, 472 

which is also called as underfitting.  473 

3 Results and discussion 474 

3.1 Comparisons of GWL simulation results 475 

3.1.1 Comparisons of model performances in specific catchments 476 

As representatives of the 91 catchments, three catchments (HUC: 04216418, HUC: 03015500 477 

and HUC: 03026500) were chosen for presenting, describing, and analyzing the simulations in 478 

detail. Fig. 6 presented the GWL forecasting performances with four independent DL strategies, 479 

from top to bottom of the subplots are Hybrid model, 1D-CNN model, WB-Model (the self-480 

designed RNN model), and GRU model. WB-Model integrated water balance constrains into 481 

RNN, which served as a major optimization for hybrid DL model while the 1D-CNN model and 482 

GRU model are pure DL model. Consequently, what concerned us the most was how much the 483 

simulation performance of hybrid model was improved compared with the 1D-CNN model and 484 

GRU model. The reason why we chose these three catchments as representatives was that the 485 

simulation performances of the 91 catchments could be roughly divided into three categories, 486 

which corresponded to the three catchments shown in Fig. 6. 487 



 

   488 

Fig. 6. Representatives of simulation results by four DL strategies introduced in this 489 

study. 490 

The simulation results of HUC: 04216418 represented the catchments that with an overall 491 

simulation improvement when combining water balance constrains into common DL models. As 492 

shown in the first column of Fig. 6, the pure DL strategies, 1D-CNN (NSE=0.238) and GRU 493 

(NSE=0.278) model, had similar simulations effect while the hybrid model (NSE=0.553) 494 

outperformed significantly than the pure DL models. Such improvement was majorly benefit from 495 

the accuracy of simulating the GWL fluctuance pattern by the WB-Model (NSE=-0.377). 496 

Admittedly, based on the evaluation criteria of hydrological model, the performance of WB-Model 497 

itself were not satisfied enough for an alternative of traditional process-based model. However, 498 

although there were certain differences in specific values, the variation trend and fluctuation 499 

patterns of the simulation results were consistent with the observations. As a result, the preliminary 500 

result from WB-Model, served as an important input forcing, strengthened the training process of 501 



 

hybrid model, which lead to a higher accuracy than pure DL models. More specifically, in plain 502 

language, common DLAs possessed the ability to filter out critical information that mostly related 503 

to the simulation target by adjusting the intrinsic parameters, such as weights and bias. In this case, 504 

comparing to the other two representatives, preliminary GWL simulated by WB-Model provided 505 

the most useful sequence for mapping the observations because the fluctuance pattern simulated 506 

by WB-Model was most similar to that of the observed GWL.  507 

The second column of Fig. 6, HUC: 03015500, presented the representative of catchments 508 

with another type of simulation performance. In general, despite the NSE improvements may not 509 

be as obvious as the catchments in the first category, hybrid models (NSE=0.606) outperformed 510 

the pure DL models (NSE_CNN=0.391 and NSE_GRU=0.374) in these catchments for better 511 

simulating the GWL fluctuance under extreme conditions. Comparing to the first category, the 512 

overall simulation performances of WB-Model in this category were slightly inferior, which led 513 

to a less obvious promotions of NSE values. As the simulation of catchment HUC: 03015500 514 

illustrated, there was an obvious increasement of GWL during 2011 to 2012, which was resulted 515 

from a large amount of snow melting and rainfall as precipitation. As shown in the 1D-CNN model 516 

and GRU model, the pure DL models failed to capture such precipitation pattern because 517 

precipitation characteristics, especially the extreme precipitation conditions, had certain 518 

probability of being diluted in a variety of input variables. During the training process, DL model 519 

would consider the extreme precipitation events as outliers especially when the other inputs were 520 

sufficient to establish a good liner or nonlinear mapping relationship with the object. This could 521 

be inferred from the fact that pure DL models had already presented good overall simulation 522 

performances. Under these circumstances, WB-Model captured the pattern of extreme 523 

precipitation events when providing the preliminary GWL, which emphasized the importance of 524 



 

the extreme points and reinforced the hybrid model to learn such patterns. Consequently, the 525 

simulation results of hybrid model were intuitively improved because of better matchings of 526 

extreme GWL. 527 

Table 2. Summary of the simulation results of testing set by hybrid, 1D-CNN, and GRU 528 

model across 91 catchments in the 10 major watersheds. 529 

Watersheds 

(Region) 

Basin 

count 

1D-CNN GRU Hybrid Model Improvement 

Median Mean Median Mean Median Mean Mean Count 

01 New England  5 0.275 0.282 0.277 0.291 0.278 0.330 -0.008 3 

02 Mid Atlantic  20 0.299 0.305 0.313 0.326 0.393 0.405 0.125 17 

03 South Atlantic-Gulf  15 0.256 0.326 0.260 0.313 0.356 0.361 0.254 13 

04 Great Lakes  5 0.365 0.348 0.373 0.347 0.528 0.578 0.231 5 

05 Ohio  16 0.329 0.349 0.338 0.358 0.388 0.459 0.036 10 

06 Tennessee  6 0.243 0.210 0.300 0.293 0.334 0.334 0.106 6 

07 Upper Mississippi  8 0.298 0.354 0.443 0.275 0.475 0.475 0.097 7 

08 Lower Mississippi  3 0.603 0.533 0.663 0.559 0.531 0.531 -0.013 2 

10 Missouri  7 0.192 0.288 0.434 0.344 0.224 0.224 0.127 4 

11 Arkansas-White-Red  6 0.314 0.401 0.432 0.548 0.409 0.409 0.244 4 

ALL 91 0.279 0.253 0.313 0.278 0.408 0.401 0.129 71 

 530 

The last column of Fig. 6, HUC: 03026500, was presented as a representative of catchments 531 

with negative effects when integrating WB-Model. Intuitively, preliminary GWL simulated by 532 

WB-Model failed to match the fluctuance of observed GWL (NSE=-6.759). Conversely, the pure 533 

DL models showed satisfying simulation results (NSE_CNN=0.626 and NSE_GRU=0.686). The 534 

reduction of hybrid model performance (NSE=0.542) resulted from the failure of WB-Model. 535 

Specifically, for catchment HUC: 03026500, the GWL simulated by hybrid model showed a larger 536 

fluctuation range than observed GWL, which was consistent with simulation from WB-Model. 537 

There were three potential reasons: 1) the groundwater observation well and the corresponding 538 



 

streamflow observation station located in different drainage areas. As mentioned in subsection 2.1, 539 

although the groundwater data we collected were from the observation well that was closest to the 540 

streamflow observation station at the catchment outlet, we cannot guarantee that the GWL was 541 

driven by the precipitation from the streamflow catchment because the catchments of groundwater 542 

and surface flow might not be geographically coincident. In this case, the WB-Model driven by 543 

the precipitation from the CAMELS dataset would inevitably lead to failed GWL simulation 544 

results because the fluctuation of GWL was driven by a different precipitation input. 2) The water 545 

balance algorithm was not applicable for local GWL simulation. The essences of the WB-Model 546 

and hybrid model were physical constrained DL models for lumped GWL simulation, which meant 547 

the detailed geological information related to groundwater flux were not collected or considered 548 

in these models. This would lead to simulation mismatches if discharge and recharge of local 549 

groundwater were not majorly from the precipitation but from other sources such as confined 550 

aquifer or lakes nearby. In this case, the WB-Model would not provide a rather precise simulation 551 

result even if the precipitation was one of the driven forces for the local groundwater fluctuance. 552 

3) The ranges of learnable parameters were not set properly. This was also resulted from the lack 553 

of geophysical information to determine the range of self-designed parameters especially the soil 554 

related parameters. Overall, the influence from the third problem could be minimized by multiple 555 

tests while the first and second problems might be the most likely causes of the failures of WB-556 

Model and hybrid model for GWL simulations in several catchments. 557 

3.1.2 Comparisons of overall accuracy between hybrid model and pure DL models 558 

As shown in Table 2, 1D-CNN, GRU and water balance constrained hybrid model were 559 

applied to simulate GWL of 91 catchments located in 10 major watersheds of the middle eastern 560 

CONUS. More specifically, the median NSE values of the simulation results by using GRU model 561 



 

was 0.313 while the average NSE was 0.278, which was consistent with the NSE range of former 562 

simulations in similar areas by applying GRU algorithm (Cai et al., 2021). As an advanced DLA 563 

focused on timeseries simulation, GRU model served as a group of controlled experiments in this 564 

study for physical constrained hybrid model. In the meanwhile, the median NSE value of 565 

simulation by using 1D-CNN model was 0.297 and the average NSE was 0.253. In views of the 566 

NSE values, the simulation performance of the two pure DL models were not much different, but 567 

due to the complexity of model structure and the difference in emphasis of simulation (GRU model 568 

focuses on timeseries simulation and CNN model focuses on image processing), the overall result 569 

of 1D-CNN model simulation would be slightly inferior to that of GRU model for GWL 570 

simulations. Benefited from the WB-Model, the overall simulation performance was significantly 571 

better than that of 1D-CNN and GRU model: the median NSE was 0.408 and the average value 572 

was 0.401. The NSE distribution was shown in Fig. 7(b).  573 

Since the final algorithm of hybrid model was a two-layers 1D-CNN model, comparing to 574 

the pure 1D-CNN model, the preliminary GWL simulated by the WB-Model was the key factor 575 

for improving the performances of hybrid model. With the aim of testing the adaptability of hybrid 576 

model, we counted the number of catchments where the hybrid model outperformed the 1D-CNN 577 

model for GWL simulation. As shown in the last two columns of Table 2, comparing with the 1D-578 

CNN model, 71 out of 91 catchments presented simulation improvement when applying the hybrid 579 

model. Furthermore, for the 10 major watersheds, comparing to the 1D-CNN model, average NSE 580 

improvements while using hybrid model were positive except for the New England and Lower 581 

Mississippi regions. However, the number of catchments used for experiments was so small that 582 

the average NSE improvement would be seriously affected by a single catchment with a major 583 

failure of hybrid model. Moreover, more than half of the catchments in New England and Lower 584 



 

Mississippi region presented positive improvement when using hybrid model than using 1D-CNN 585 

model. Optimizing effect of hybrid model was more intuitively explained in Figs. 7(a) and 7(c). 586 

Distribution of catchments where hybrid model outperformed the 1D-CNN model were shown in 587 

Fig. 7(d).  588 

 589 

Fig. 7. (a) Histogram for comparison of simulation result from hybrid, 1D-CNN and 590 

GRU model; (b) Distribution of NSE values for simulation results of hybrid model; (c) 591 

Box plot for comparison of simulation result from hybrid, 1D-CNN and GRU model; (d) 592 

Distribution of catchments where hybrid model outperformed 1D-CNN model.  593 

Lumped hybrid DL model for streamflow simulation based on snow melting processes had 594 

been tested to be successful for catchments in high latitudes (Jiang et al., 2020). In this study, in 595 

addition to the snow melting process, groundwater-related soil water flow processes were also 596 

properly embedded into the WB-Model. As a result, the hybrid model outperformed the pure DL 597 



 

model not only in the snow-domain areas but also basins in middle and low latitudes. Preliminary 598 

GWL simulated by WB-Model improved the noise tolerance of hybrid model to groundwater-599 

irrelevant input features and strengthens the learning ability of the hybrid model to GWL changes. 600 

Therefore, comparing to the pure DL models, hybrid model possessed better adaptability and 601 

understanding of different hydrometeorological and geophysical conditions with the constrains of 602 

water balance equations. In conclusion, comparing to prevalent pure DL models, hybrid model 603 

exhibited significantly higher overall accuracy for GWL simulations.  604 

3.2 Comparisons of model generalization ability 605 

The generalization ability was evaluated by Eq. 33. If the model focused on the training 606 

process rather than a general system, the GA value would be higher. This meant the model will 607 

have overfitting problems. The higher the GA values were, the weaker the generalization ability 608 

the model processed. Fig. 8 presented the distributions of the GA values for the four DL models 609 

in form of boxplot. The average GA values of hybrid, WB-Model, CNN and GRU model were 610 

1.269, 1.124, 1.431 and 1.396, respectively. This indicated the developed hybrid model presented 611 

a better generalization ability than that of CNN and GRU model and WB-Model presented the best 612 

overall generalization ability among the four DL models. It should be noted that WB-Model was 613 

a group of ODE equations coded with the language used in recurrent neural networks. This meant 614 

that WB-Model was essentially a physic guiding model. For WB-Model, the water balance 615 

equations, served as a backbone of training and predicting stages, were universal theorems. This 616 

was the main reason why WB-Model presented the best generalization ability. Furthermore, the 617 

result was consistent with conclusions of the previous study, which proved that physic based 618 

numerical models tended to present better generalization abilities than that of pure machine 619 



 

learning models (Chen et al., 2020). In conclusion, benefited from WB-Model, hybrid model 620 

presented superiority than pure DL models in terms of generalization ability.  621 

 622 

Fig. 8. Comparison of the GA values between Hybrid, WB-Model, CNN and GRU 623 

model. 624 

3.3 Robustness of the proposed model 625 

In general, in addition to the advanced core algorithms, an important factor affecting the effect 626 

of DL model was the amount of sample data as well as the potential relationship between input 627 

data and target data. An excellent DL models should be equipped with the ability to ensure its own 628 

stability while satisfying the accurate simulation performance while reducing the effect from the 629 

interference information as much as possible (Su et al., 2018). To demonstrate the reliability and 630 

stability of the proposed model, we chose the catchment HUC: 03182500 for scenario tests. We 631 

evaluated the GWL simulation results of hybrid model with six combinations of input features. 632 

More input features signified a larger amount of input data, which could be either useful 633 

information or noisy for simulations of targets. In this study, since the WB-Model needed three 634 

inputs (precipitation, temperature, and day length) for the self-designed RNN model, these three 635 



 

variables were the minimum input requirement. As shown in Fig. 9, with the increasing number 636 

of input features, NSE values of the hybrid model also presented an increasing trend, from 0.564 637 

to 0.650. It was worth mentioning that although the NSE values of the three inputs strategy was 638 

the smallest, the value of NSE=0.564 was a fine result for GWL simulations. Meanwhile, in 639 

perspective of the NSE values, the difference of simulation performances between the six scenarios 640 

was relatively small, which proved that the hybrid model processing a good stability. Furthermore, 641 

it could be inferred that, comparing to SRAD and vapor, applying streamflow data as one of the 642 

input features could better improve the accuracy of the hybrid model, which implied that the 643 

feature of an important hydrological phenomenon, flow exchange between streamflow and 644 

groundwater through baseflow, was captured from the perspective of hybrid DL model. This 645 

reflected that DL models, which had always been criticized as black-box models without any 646 

physical meanings, could also express some natural processed implicitly (Jiang et al., 2022). 647 

 648 

Fig. 9. Comparisons of hybrid model performances with different input strategies. 649 

 650 



 

Fig. 10 presented the comparisons of the stability of physical constrained hybrid model and 651 

1D-CNN model as representative of pure DL model through the NSE values. We adopted the data 652 

from catchment HUC: 03182500 for testing experiments to compare the performance of the model 653 

under same input feature strategies. The result showed that hybrid model outperformed the pure 654 

DL model for every input strategy and the NSE value of hybrid model presented a smaller 655 

fluctuation range (from 0.564 to 0.651) than that of pure DL model (from 0.417 to 0.517), which 656 

implied the hybrid model performed more stably than pure DL model.  657 

The reason for this phenomenon was that the WB-Model in the hybrid model could adjust the 658 

values of the internal learnable parameters according to the regional characteristics, so that the 659 

preliminarily simulated GWL could reach a certain accuracy. Then, as an input, the preliminarily 660 

simulated GWL could help the DL model better understand the change characteristics of the GWL 661 

to be simulated, so that the performance the hybrid model was obviously better than that of the 662 

pure DL model. In conclusion, the physical constrained mechanism made the stability of the hybrid 663 

model better than the pure DL model, which was another outstanding advantage in addition to the 664 

higher accuracy of the simulation results of the hybrid model. 665 



 

 666 

Fig. 10. Comparison of simulation performances between hybrid and 1D-CNN model with 667 

different input strategies. 668 

 669 

3.4 A rethink of relationships between simple RNN, WB-Model and GRU. 670 

It is worth clarifying that simple RNN, WB-Model and GRU are based on a general concept 671 

of RNN, which is a family of neural networks with recurrent cells. In general, simple RNN model 672 

does not possesses the long-term memory ability because of the potential gradient vanishing and 673 

explosion problem when updating the hidden states during the training process. The main 674 

difference between simple RNNs and GRUs (or LSTMs) is the latter introduces a so-called gating 675 

mechanism into the recurrent cell to control the information flow, to address the gradient vanishing 676 

and explosion problem. Likewise, in our WB-Model, we also modified the recurrent cells of the 677 

general RNN models, where the nodes were connected using physical equations rather than the 678 

usual perceptions. More specifically, GRU introduces reset gate and update gate to determine 679 



 

whether the previous information involved in the cell states is added or discarded. In comparison, 680 

in the WB-Model, the information flow is controlled using the thresholds as in hydrological 681 

models. For example, if the temperature is larger than a threshold, the rainfall information will 682 

become a part of the soil state; otherwise, it will be added to the snow state. Further, although the 683 

specific values of these parameters are determined during the training process of DL model, the 684 

essence of the WB-Model is a group of ODE equations (presented by TOMODEL, GSFLOW, and 685 

other hydrological models) coded with the language used in neural networks, which makes the 686 

WB-Model naturally have long-term memory in the form of hydrological states (e.g., snowpack 687 

and preferential flow pack). In conclusion, the GRU and WB-Model model have taken distinct 688 

ways to reform the recurrent cells of general RNN models, which could be considered as two 689 

optimizing strategies of simple RNN model.   690 

3.5 Limitations and potential improvements 691 

Comparing with pure DL models, the proposed hybrid model for cross-region GWL 692 

simulations at catchment scale is significantly improved in terms of the accuracy, generality, 693 

robustness and physical meaning of models, but there are some obvious limitations and potential 694 

improvements for the hybrid model. 695 

The first limitation is that the process of adjusting self-designed parameters could be 696 

cumbersome. As introduced in former subsections, there are 16 learnable parameters designed in 697 

the WB-Model that control the hydrological behaviors. The ranges of these parameters need to be 698 

adjusted manually until the hybrid model produces the most accurate results. For example, the 699 

ranges of hydrometeorological parameters that introduced from former models (Jiang et al., 2020; 700 

Patil and Stieglitz, 2014), such as 𝑇𝑚𝑖𝑛 , 𝑇𝑚𝑎𝑥 , 𝑓, etc., were set for all catchments while other 701 

parameters, especially the geological related and storage related parameters introduced in this 702 



 

study, such as 𝑆𝑝𝑚𝑎𝑥, 𝑄𝑝𝑚𝑎𝑥, 𝑆𝑐𝑚𝑎𝑥, 𝑆𝑚𝑖𝑛, etc., should be adjust for specific catchments to reach 703 

to best simulation performance. Consequently, the parameters calibration process of hybrid model 704 

for some catchments could cost lots of time to achieve the best simulation results.  705 

The second limitation is that due to the lack of detailed geographic information, the lumped 706 

GWL model cannot be applicable to all basins. Supporting by the universality of water balance 707 

constrains and the powerful computing ability of DLA, our expectation of this hybrid model is that 708 

the model can simulate GWL at any point in the basin accurately if the hydrometeorological data 709 

is sufficient and the historical GWL observation is provided. This is because we believe the hybrid 710 

model can perceive the geological information to give accurate GWL simulations by adjusting 711 

learnable parameters set of WB-Model. However, in this study, the hybrid model failed to improve 712 

the simulation performances for 20 out of 91 catchments. This is because the lack of detailed 713 

geographic information makes some groundwater recharge and discharge processes, such as 714 

groundwater recharge from surrounding confined aquifers, impossible to be reflected through 715 

single water balance constrains. Therefore, the proposed hybrid model cannot be applied to the 716 

simulation of GWL in all catchments, especially in those with complex groundwater recharge and 717 

discharge process. This is also reflected in the simulation performance of WB-Model: although 718 

WB-Model can simulate the fluctuation state of GWL, most of the simulation results are not 719 

accurate, and accurate simulation results are obtained by embedding the preliminary result into 720 

another DL structure. 721 

The third limitation is the black box nature of proposed hybrid model remains unrevealed. 722 

The main merit of adding water balance ODEs into the DL architecture lies in improving the 723 

awareness of hydrological knowledge of hybrid model by guiding WB-Model to capture the 724 

fluctuation patterns of GWL. However, adding physics is not enough to reduce the black box 725 



 

nature of DL model (Barredo Arrieta et al., 2020). Despite we have successfully combined DL 726 

with physical constrains, making the hybrid model present extremely powerful forecasting ability, 727 

we have not found further interpretable physical meaning from the proposed hybrid model. 728 

Especially, for the two-layer 1D-CNN model in the hybrid model, which only provides the 729 

outstand non-linear fitting ability, the fitting process remains uninterpreted from hydrological 730 

perspective in this study.  731 

The fourth limitation is that the two- or three-dimensional processes of groundwater flow are 732 

not considered in this study. In general, the study of groundwater simulations is always related 733 

with two or three-dimensional groundwater flow with specific boundary conditions and governing 734 

equations. Moreover, detailed groundwater simulation is usually focusing on find numerical or 735 

analytical solutions of two or three-dimensional PDEs related to groundwater by numerical method 736 

or analytical method (Liang et al., 2018). The hybrid model we proposed is based on the 737 

combination of DLA and vertical one-dimensional water balance equation in catchment scale. 738 

Although it is a breakthrough to the traditional research methods, it cannot describe the two and 739 

three-dimensional groundwater flow processes, which might make it not delicate or convincing 740 

enough from the perspective of traditional groundwater flow simulation community. In other 741 

words, we embedded physical constraints to improve the simulation performance of DL model, 742 

but the physical constraints are not detailed enough compared with traditional methods. More 743 

specifically, although water balance constraints with 16 self-learnable parameters are well 744 

implanted into WB-model, this number is far less than prevalent DL model, such as 1D-CNN 745 

model, which in our case, has 568 parameters in first 1D-CNN layer and 9 parameters in the second 746 

1D-CNN layer. Parsimonious DL model does not ensure a learned model will capture all important 747 

information in the data sensed about the external world (Ma et al., 2022). As a result, lacking 748 



 

complexity is a main reason why WB-Model cannot outperform the GRU model in terms of the 749 

accuracy of GWL simulation. 750 

Based on the limitations mentioned above, we believe that this study has potential for further 751 

improvements. Firstly, more detailed groundwater-related processes, such as human activities, 752 

could be implanted into WB-Model. The proposed hybrid model could be more flexible if multiple 753 

potential processes were wrapped into WB-Model for options. In that case, the hybrid model would 754 

decide which processes are suitable to be considered for specific catchments by adjusting the 755 

parameters and super parameters of WB-Model. This would improve the adaptability of hybrid 756 

model greatly if the groundwater-related processes could be considered comprehensively. 757 

Secondly, cutting-edge DL interpretive methods, such as expected gradients (EG) (Erion et al., 758 

2021), could be applied to decipher the machine-captured patterns and inner workings of the hybrid 759 

model. The main purpose of such study will be revealing the black-box process of the proposed 760 

hybrid model, so that the hydrological cognition from the perspective of machine learning models 761 

under physical constraints could be obtained to facilitate our improving our understanding for 762 

specific hydrological processes. Thirdly, the threshold mechanism of hydrological models in our 763 

WB-Model framework might be further improved by the idea of gating mechanism from GRU or 764 

LSTM model. Lastly, to optimize the physical constrains from one-dimensional ODEs to higher 765 

dimensional PDEs. The difficulty of groundwater simulation is much higher than that of surface 766 

water simulation because of its complex two and three-dimensional flow characteristics (Wang et 767 

al., 2021). Limited by the lack of geophysical data, the lumped hybrid model based on water 768 

balance mechanism has not maximized the power of integrating DLAs and physical constrains. 769 

Therefore, the combination of PDEs-governed distributed groundwater flow processes and DL 770 

model will be an important research direction in the future. Regardless, the proposed hybrid model 771 



 

is already the most novel model in terms of predicting GWL with time series hydrometeorological 772 

inputs. 773 

4 Conclusions 774 

In this study, a lumped hybrid groundwater model with water balance equations as physical 775 

constraint and DL methods as core algorithm is proposed to simulate the fluctuation of GWL. In 776 

the hybrid model, water balance guided OEDs were wrapped into a WB-Model by self-designing 777 

the specific algorithms of RNN model. We tested the model with the CAMELS dataset from 91 778 

catchments located in the middle eastern CONUS, and two pure DL models, 1D-CNN and GRU, 779 

were established for comparison of simulation performance. The main findings of this study are 780 

summarized as follows: 781 

First, the hybrid model presented high accuracy of simulating the fluctuation of GWL without 782 

using detailed hydrogeological information of the catchments. The preliminary GWL simulated 783 

from the WB-Model enhances the learning ability of hybrid model. Consequently, the physics 784 

constrained DL model outperformed the pure DL models significantly in 71 out of 91 catchments 785 

in this study. Moreover, comparing with traditional distributed GWL simulation models, DLA 786 

reduces the cost of data as well as the difficulty of model setup while still provides accurate 787 

simulation results in perspective of traditional standards, which makes the hybrid model more 788 

suitable for GWL predictions in less gauged or ungauged basins. 789 

Second, the self-designed RNN model with water balance constraints proposed in this study 790 

embeds the main groundwater-related water balance formulas, which are referred to the traditional 791 

distributed hydrological models, into the recurrent neutral networks. The specific values of the 792 

parameters in water balance related formula and water storages in designed reservoirs are 793 

determined by the hybrid model through iterative algorithms, activation functions and loss 794 



 

functions of DLAs. Consequently, this equips our hybrid model with the ability to learn the 795 

groundwater-related water allocation processes at the catchment scale. In conclusion, the physical 796 

constrained hybrid model presents better adaptability and generalization ability comparing with 797 

the pure DL models. 798 

Last, compared with the pure DL model, the hybrid DL model proposed has better robustness. 799 

This is reflected from the fact that the hybrid models outperformed pure DL model with different 800 

strategies of input features. More specifically, the NSE values of simulations from hybrid model 801 

have higher values and lower fluctuation range. The reason is that the preliminary simulation 802 

results provided by the physically constrained WB-Model strengthen the learning ability of DLA 803 

for groundwater fluctuation characteristics, so that the hybrid model can be affected by potential 804 

noise data as little as possible. 805 

This study shows the superiority and powerful simulation ability of DL model based on 806 

physical constraints. We have abandoned the general idea of building traditional groundwater 807 

models: solving two-dimensional or three-dimensional groundwater flow problems through the 808 

iterative method of distributed models or finding analytical solutions. Instead, we embedded water 809 

balance equations into DLA for regional GWL simulation. As a result, this hybrid model presented 810 

great accuracy, adaptability, generalization ability, and robustness even without detailed 811 

geological data of catchments, which demonstrated the possibility of application of proposed 812 

model for GWL simulation in ungauged or lack of gauged catchments. Although there are many 813 

limitations and potential improvements for the proposed model, we believe that the general 814 

performance of the proposed model would increase trust in data-driven approaches on hydrological 815 

modellings especially when physical constraints related to hydrological sciences are integrated 816 

with DLAs. 817 
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