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Abstract 26 

Hydrothermal fluids expelled at mid-ocean ridge vent sites show a large spatial and temporal 27 

variability in exit temperatures and chlorinities. At the East Pacific Rise (EPR), 9°50.3’N, time series 28 

data for a 25+ year period reveal a correlation between these variations and magmatic diking events. 29 

Heat input from dikes appears to cause phase separation within the rising fluids splitting them into 30 

low-salinity vapor and high-salinity brine phases. The intrusion of a new dike is therefore likely to 31 

result in a characteristic salinity signal, with early post-eruptive fluids showing vapor-influenced low 32 

salinity and later brine-influenced fluids showing high salinity values.  33 

We here use a 2-D multiphase hydrothermal flow model to relate these observations to processes and 34 

properties within the sub-seafloor such as permeability, porosity, background flow rates, and phase 35 

separation as well as segregation phenomena. We have grouped the time evolution of vent fluid 36 

salinity into four temporal stages and have identified how multiphase flow phenomena control vertical 37 

salt mass fluxes within each stage. Rock porosity and permeability as well as background temperature 38 

of the undisturbed hydrothermal system control the duration of the four stages and maximum venting 39 

salinity. Based on our results, we are able to reproduce the characteristics of time-series data from the 40 

EPR at 9°50.3’N and infer the likely ranges of rock properties and the hydrothermal conditions within 41 

the oceanic crust beneath. 42 

 43 

     44 

1 Introduction 45 

 46 

Submarine hydrothermal systems sustain unique ecosystems, affect global-scale biogeochemical 47 

cycles, and mobilize metals from the oceanic crust to form volcanogenic massive sulfide deposits. 48 

Quantifying these processes requires linking seafloor observations to physico-chemical processes at 49 

depth. Hydrothermal flow observations at mid ocean spreading centers show a high spatial and 50 

temporal variability in vent fluid temperature, chlorinity and chemistry (Butterfield and Massoth, 51 

1994; Gallant and Von Damm, 2006; German and Von Damm, 2004; Seyfried et al., 2011; Von 52 

Damm, 2004).  53 

 54 

Especially at fast-spreading and intermediate-spreading ridges, where magmatic events happen 55 

several times within one century, these variations occur on relatively short time scales. At the fast-56 

spreading East Pacific Rise (EPR) at 9°N, a focus site of international hydrothermal research, 57 

variations in vent fluid salinity and temperature have been especially well documented (Detrick et al., 58 

1987; Fornari et al., 1998; Fornari et al., 2012). Another well-studied site is the intermediate-59 
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spreading Juan de Fuca ridge, where multiple segments of variable magmatic activity have been 60 

repeatedly surveyed contributing to an improved understanding of the hydrothermal response to 61 

eruptive diking events (Butterfield et al., 1997; Delaney et al., 1998; Wheat et al., 2020). 62 

 63 

Here we focus on the P and Bio9 hydrothermal vents at EPR 9°50.3’N for which, a complete record 64 

of fluid temperature and chemistry exists for the time span 1991 to 2008 (Fig. 1). In late 1989, the 65 

high-temperature hydrothermal field was visually discovered in the axial summit trough  including 66 

massive sulfide deposits and vent biota, but no exact temperature was measured (Haymon et al., 67 

1991). The eruptive diking event of early 1991 had buried some of the old vent chimneys and two 68 

new chimneys (P and Bio9) started to build up near to the eruptive fissure with a distance of 50 m 69 

between them (Haymon et al., 1993). The area was further characterized by widespread diffusive 70 

venting of gray to black smoke and cloudy water from holes, cracks and pits in very glassy, new-71 

looking lava flows and rubble. After a second eruption in late 1991 to early 1992 (Rubin et al., 1994), 72 

which did not destroy the new vents, the chlorinity of  Bio9 and P vent decreased to minimum and 73 

temperature increased to maximum values (Fornari et al., 1998). Samples from the next dives showed 74 

a reduced vent temperature and rising chlorinity, which goes along with cooling and thermal cracking 75 

of the dike at greater depth inferred from recorded micro seismicity (Sohn et al., 1998; Sohn et al., 76 

1999). After a peak in 1995/1996, chlorinity dropped again and temperature slowly rose. With the 77 

2005/06 extrusive eruption (Tolstoy et al., 2006; Xu et al., 2014), a new cycle began with very low 78 

chlorinity and temperatures reaching their highest values. Again, this was followed by an increase of 79 

chlorinity and decrease of temperatures very similar compared to the 1991/1992 diking event (Fornari 80 

et al., 2012).  81 

 82 



4 
 

 83 

Figure 1  Salinity and temperature evolution for the Bio9, Bio9’ and P vents at EPR 9°50.3’N. Data 84 

are from Von Damm (2004) and Fornari et al. (2012). Vertical grey lines mark periods dike intrusions 85 

and associated eruptions as dated by Rubin et al. (1994) and Tolstoy et al. (2006). Thickness of lines 86 

indicates uncertainty of eruption date. 87 

 88 

These time series observations point to a characteristic evolution of vent fluid temperature and salinity 89 

during the first few years following a diking event. The salinity of vent fluids can change, when the 90 

magmatic heat causes the rising hydrothermal fluids to separate into a high-salinity brine and a low-91 

salinity vapor phase with differing mobilities so that the formed phases segregate (Von Damm, 1990). 92 

The buoyant vapor phase rises, condenses, and vents as a low-salinity fluid. Later the complementary 93 

denser brine phase is entrained and transported to the seafloor leading to higher salinity venting at 94 

decreasing temperatures before the vent returns to its background state, which is likely controlled by 95 

long-term phase separation phenomena on top of the axial magma lens (Vehling et al., 2021). 96 

Such regular measurements over several years, and without major gaps, make this data set ideal for 97 

numerical investigations aimed at linking seafloor observations to processes at depth. Previous 98 

models have focused on explaining time lags and magnitudes of temperature changes following 99 

tectono-magmatic events. These models mainly used single-pass flow loop approximations and 100 
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successfully explained temperature evolution curves at the East Pacific Rise at 9°N and the Endeavor 101 

Field on the Juan de Fuca Ridge by perturbations to the shallow thermal and permeability structures 102 

(Germanovich et al., 2001; Germanovich et al., 2011; Ramondenc et al., 2008; Singh and Lowell, 103 

2015). An alternative view was presented by Wilcock (2004) who explored how processes close to 104 

the melt lens could affect vent temperature on short time scales using dynamic pressure and thermal 105 

disequilibrium models.  106 

These previous models did not consider variations in vent fluid salinity, although the salt signal may 107 

be the more sensitive proxy to sub-seafloor processes as it travels with the pore velocity and is not, 108 

unlike the temperature signal, buffered by the rock matrix. However, investigating the salinity signal 109 

requires multiphase transport models and an equation-of-state for the system H2O-NaCl that covers 110 

the relevant p-T-X range. One early attempt was made by Lowell and Xu (2000) who modelled 111 

two-phase seawater convection near a dike intrusion at the EPR at 9°N. The complex dynamics of 112 

multi-phase flow of saline fluid above a heat source and the vent fluid evolution in response to basal 113 

heat input variations have been investigated by several studies (Choi and Lowell, 2015; Coumou et 114 

al., 2009; Vehling et al., 2021). Yet, to our knowledge, no previous study has related the complete 115 

characteristic salinity signal following a dike event (Fig. 1) to multiphase phenomena in the sub-116 

seafloor.  117 

In our study we present results of several 2D multiphase simulations of a dike intrusion into a 118 

hydrothermal system at pressure conditions found at EPR 9°50.3’N (25 MPa). First, we analyze the 119 

fluid-dynamics for a reference case. This includes early phase separation phenomena like two-phase 120 

flow, brine accumulation and halite precipitation near the dike and subsequently brine mobilization 121 

and halite dissolution. In the second part we investigate the role of key parameters controlling the 122 

vent salinity evolution like rock permeability and porosity as well as the background fluid temperature 123 

and salinity within the hydrothermal upflow zone. Afterwards, we compare the simulated salinity and 124 

temperature curves to the time series data available for the P and Bio9 vents.  125 

 126 

 127 

Table 1. Variables 128 

variable meaning Value (fixed) unit 

bc Subscript for boundary condition  - 

cd Specific heat (dike)  J/(kg·K) 

cr Specific rock heat 1100 J/(kg·K) 
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cl Additional specific heat between 
solidus and liquidus temperature 
(dike) 

1675 J/(kg·K) 

do Subscript for downstream node  - 

D Salt diffusivity 10-9 m²/s 

E Total energy in fluid and matrix  J 

Ed Total energy of dike section  J 

f Subscript for fluid (vapor or liquid)  - 

g  Gravitational acceleration 9.81 m/s² 

h Subscript for halite   

h  Specific enthalpy of fluid mixture  J/kg 

hf Fluid specific enthalpy  J/kg 

hh  Specific enthalpy of halite  J/kg 

K Mean conductivity of rock and fluid 2.5 W/(m·K) 

k Isotropic rock permeability  m² 

kdu Permeability at Tdu 10-17 m2 

kr,f Relative permeability  - 

kseg Computed permeability at segment  m² 

L Latent heat  J 

l Subscript for liquid  - 

QE,d Heat flow rate of dike section  J/s 

Qm Mass flow rate  kg/s 

QE Heat flow rate  J/s 

QX Salt mass flow rate  kg/s 

qE,d Conductive heat flux at the dike  J/(m2·s) 

qm Mass flux  kg/(m2·s) 

qX Salt mass flux  kg/(m2·s) 

p Pore pressure  Pa 

pcrit Pressure at critical point of H2O 22.06 ·106 Pa 

ptop Top pressure boundary condition 25·106 Pa 

Sh Volumetric halite saturation  - 

Sl Volumetric liquid saturation  - 

Sv Volumetric vapor saturation  - 

Slr Residual liquid saturation  - 
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t Time   s 

T Rock and fluid temperature  °C 

Tb Temperature at left boundary node  °C 

Tbr Temperature (brittle boundary) 600 °C 

Td Dike section temperature  °C 

Tdu Temperature (ductile boundary) 800 °C 

Tl Liquidus temperature 1200 °C 

Ts Solidus temperature 1000 °C 

Ttop Top inflow temperature boundary 

condition 

10 °C 

up Subscript for upstream node  - 

v Subscript for vapor  - 

fv  Darcy velocity  m/s 

X  Mean salinity of the phases present in 

the pore space  

 wt. fraction 

Xf Fluid salt content  wt. fraction 

Xout  Mean salt content of venting fluids  wt. fraction 

w Half-thickness of dike 1 m 

ηf Fluid viscosity  Pa·s 

ρf Fluid density  kg/m³ 

ρ  Density of fluid mixture  kg/m³ 

ρd Dike density 2900 kg/m³ 

ρr  Rock density 2900 kg/m³ 

Φ Rock porosity  - 

Φdu Porosity at Tdu  0.001 - 

 129 

 130 

2 Numerical approach 131 

        132 

2.1 Model assumptions and governing equations 133 

 134 

We use the same numerical simulator as presented in Vehling et al. (2021), where we have 135 

demonstrated its ability to simulate the evolution of saline submarine hydrothermal systems. Here we 136 
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only present the main model assumptions and governing equations. The key model features and 137 

assumptions are: 138 

1. rock and fluid are in local thermal equilibrium 139 

2. rock enthalpy is related to temperature by a constant specific heat 140 

3. porosity closes at the brittle-ductile transition between 600°C and 800°C 141 

4. relative permeability of co-existing liquid and vapor phases changes linearly with their 142 

saturation, and the liquid phase is immobile below a residual saturation 143 

5. pressure-volume work and viscous dissipation are accounted for 144 

6. capillary pressure effects are negligible 145 

7. kinetic energy terms are orders of magnitude smaller than others and hence can be neglected 146 

 147 

We solve for the conservation of fluid mass (Eq. 1) and energy (Eq. 2) and salt mass (Eq. 3): 148 

(1) ( )
f f

f {l,v}t
ρ

ρ
∈

 ∂ Φ
= −∇⋅ ∂  

∑ v  149 

 150 

(2) 
r r

2f
f f f f f

f {l,v} f {l,v} f {l,v}r,f

( (1 ))( )  

( )

E Th c
t t t

pK T h p
kk t

ρ ρ

ηρ
∈ ∈ ∈

∂ ∂ ∂ −Φ
= Φ +

∂ ∂ ∂
  ∂ Φ

= ∇⋅ ∇ −∇⋅ + + + ∇  ∂ 
∑ ∑ ∑v v v  

 151 

 152 

(3) f f f f f
f {l,v} f {l,v}

( )X X D X
t
ρ ρ ρ

∈ ∈

   ∂ Φ
= ∇⋅ − +∇ ⋅ ∇   ∂    

∑ ∑v  153 

 154 

All variables are summarized in Table 1. Subscripts l, v, h stand for liquid, vapor and halite phase 155 

and f is either liquid or vapor. The fluid velocity through a porous medium is described by Darcy’s 156 

law. Halite is treated as immobile phase and is absent in advection terms. The third term on the right-157 

hand side of Eq. (2) describes viscous dissipation, and the fourth and fifth terms contain the part of 158 

the pressure-volume work that is not accounted for in the specific enthalpy.  159 

(4) ( )r,f
f f

f

k
k p ρ
η

= − ∇ −v g
 160 

In this manuscript, the term phase saturation is defined and used as a volumetric phase saturation. 161 

Therefore, all three phase saturations sum up to one:    162 

 163 

(5) vl h 1S S S+ + =            164 
 165 
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For the calculation of the relative permeability of liquid and vapor, kr,l and kr,v, respectively, we 166 

implemented a function in which the relative permeability is not additionally reduced by halite 167 

precipitation, because this is already accounted for in rock permeability in Eq. (A.8). Therefore, 168 

relative liquid permeability is a linear function from 0 to 1, when ( )l h1S S−  exceeds the residual 169 

liquid saturation Slr:    170 

(6) 
( ) ( )

( )

l h lr
r,l l h lr

lr

r,l l h lr

1
 1

1
0                        1

S S S
k S S S

S
k S S S

− −
= ∀ − >

−

= ∀ − ≤
  171 

(7) ( )r,v v h1k S S= −  172 

 173 

The mean fluid density ρ, mean specific enthalpy h and mean salinity X are defined as follows, using 174 

Xh = 1:  175 

(8) l l v v h hS S Sρ ρ ρ ρ= + +  176 

(9) l l l v v v h h hS h S h S hh ρ ρ ρ
ρ

+ +
=  177 

(10) l l l v v v h hS X S X SX ρ ρ ρ
ρ

+ +
=  178 

 179 

The simulator uses a Newton-Raphson approach, where a linear set of equations is solved 180 

simultaneously for the primary variables pore pressure p, specific enthalpy of fluid mixture h and salt 181 

mass fraction of fluid mixture X. These three variables uniquely describe the fluid state of the system 182 

H2O-NaCl and are used to calculate all fluid properties and phase saturations.  183 

 184 

2.2 Equation of state in the system H2O-NaCl  185 

 186 

The simulator uses the equation of state in the system H2O-NaCl published by (Driesner and Heinrich, 187 

2007) and Driesner (2007). Since they have not published a parameterization of fluid viscosity, we 188 

use the one by Klyukin et al. (2017). A phase diagram of the system H2O-NaCl can be found in the 189 

supplementary material (Fig. S.1). Throughout this paper, we use the critical curve to distinguish 190 

between vapor- and liquid-like in the single-phase region at pressures higher than pcrit (22.06 MPa) 191 

with vapor always having a lower density than a fluid on the critical curve for a given pressure. 192 

Therefore, a “vapor” is a fluid, which has a density below the density at the critical point of pure 193 
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water (321.9 kg/m³), or a fluid having a higher temperature and a lower salt content than the critical 194 

curve at a given pressure.  195 

 196 

2.3 Model Setup  197 

 198 

We explore dike events in a simplified setup that mimics the situation on the fast-spreading EPR. Our 199 

model domain covers one half of a two-dimensional cross section and the left boundary is the ridge 200 

axis, where dike events are simulated as dynamic boundary conditions (Fig. 2a, b). The model domain 201 

is 1 km high and 1.5 km long and we establish a hydrothermal circulation cell via a Neumann 202 

boundary condition at the bottom. At the bottom left side from 0 m to 50 m, we set a positive mass 203 

flux condition (into the domain), which is balanced by a negative mass flux boundary condition 204 

between 70 m and 1500 m so that the total bottom mass rate Qm of inflow and outflow cancel each 205 

other out. On top of the domain, we set a pressure boundary condition (25 MPa) allowing for free 206 

venting. We further assume a uniform rock density of ρr = 2900 kg/m³, a rock specific heat capacity 207 

of cr = 1100 J/(kg·K) and a mean thermal conductivity of K = 2.5 W/(m·K). The salt diffusivity is 208 

D = 10-9 m2/s. 209 

 210 

 211 

 212 

Figure 2  a Simulation domain and boundary conditions. Borders of domain are disrupted for better 213 

visualization. b Close up of dike boundary condition with vertical discretization of the dike in red and 214 

grid node in black. 215 

 216 
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We simulate the heat release of a cooling dike by a variable heat flux boundary condition at the left 217 

domain boundary. Note that the dike itself is not part of the modelling domain, but is virtually attached 218 

via conductive heat exchange. The dike is vertically discretized so that every boundary control 219 

volume (CV) that encloses a node has a corresponding section of the dike (Fig. 2b). The heat fluxes 220 

qi
E,d from dike center to the domain boundary are calculated as follows for each control volume i.  221 

    222 

(11) 
( )b d

E,d

i i
i

T T
q K

w
−

= −   223 

 224 

where Tb and  Td are the temperatures of boundary nodes and dike nodes, respectively. The distance 225 

w is 1 m and is half of the total dike thickness, so that qi
E,d represents the heat flow from the dike 226 

center to the dike edge. Converted to heat rate per CV we obtain: 227 

 228 

(12) E,d E,d
i i iQ q y= ⋅   229 

 230 

where yi is the dike section length.  231 

 232 

In the Appendix A we present in detail the calculation of Td for each time step considering latent heat 233 

of crystalizing magma. The initial dike temperature of 1200 °C is fixed for the first four simulation 234 

days, considering that extrusive events could last for several days, during which fresh magma is 235 

flowing within the dike. Also in the Appendix A are descriptions of the implementation of relative 236 

phase permeability and for thermal closure of rock porosity for temperatures higher than 600 °C. For 237 

discretization in time, we use the theta(θ)-method with θ = 0.66 for best stability (Vehling et al. 238 

(2018). The specific phase enthalpy hf and the phase salt content Xf are fully upwind weighted.    239 

 240 

At a seafloor pressure of 25 MPa, a venting fluid could be in the L+V coexisting phase region, if the 241 

outflow temperature is higher than 387 °C. If this happens in the model, we calculate a mean fluid 242 

salinity Xout using fluid phase (salt) mass fluxes qm,f (qX,f) out of the modelling domain at the 243 

corresponding boundary CV. The outflow flux is calculated by calculating the net mass flow rate into 244 

the boundary CV from inside the domain. This net flow rate is divided by the length of the outer 245 

border of the CV. For Xout the following expression holds: 246 

 247 
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(13)      
( )
( )

X,l X,v
out

m,l m,v

q q
X

q q
+

=
+

 248 

 249 

2.4 Model simplifications 250 

 251 

The seafloor and subseafloor structure can be amazingly complex, even at fast-spreading ridges. The 252 

employed numerical modeling framework and the presented simulation setups are not able to 253 

accurately resolve that complexity. Rather, the presented simulations have been designed to capture 254 

and elucidate first-order fluid-dynamic and thermodynamic controls on the evolution of vent fluid 255 

salinity and temperature. When interpreting the results and for relating them to observations, it is 256 

therefore important to keep some key simplifications in mind: 257 

 258 

(1) We do not resolve the mechanics of dike emplacement and how it may alter the geometry and 259 

permeability of the hydrothermal flow zone.  260 

(2) The sub-seafloor is approximated by a homogenous permeability that except for a reduction 261 

at the brittle-ductile transition is constant over time and not altered by the diking event.  262 

(3) The geometry of the ridge is kept constant with time, including a constant melt lens depth. 263 

(4) The model is two-dimensional, however, hydrothermal circulation is a self-organizing three-264 

dimensional process, despite the 2-D characteristics of the ridge axis and the dike intrusion. 265 

(5) We do not consider mineral precipitation reactions like anhydrite and quartz formation that 266 

can clog the pore space.  267 

 268 

Hydrothermal circulation at fast and intermediate spreading ridges is mainly driven by the heat flow 269 

through an impermeable conductive boundary layer on top of the axial magma chamber. In our 270 

simplified model we prescribe this background state using constant inflow temperatures and salinities 271 

at the base of the 2-D model. 272 

 273 

 274 

3 Results of a representative model run 275 

 276 

3.1 Characteristic stages of salt transport following a dike intrusion  277 

 278 

In this section we show detailed results for a reference simulation using the following parameters: 279 

rock permeability k = 1.5·10-14 m2, rock porosity Φ = 0.05, inflow mass rate Qm = 0.021 kg/s (see 280 
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Appendix A.1), residual liquid saturation Slr = 0.3, bottom inflow temperature Tbc = 375 °C and 281 

bottom inflow salinity Xbc = 3.2 wt% NaCl. All time values given in figures and text are always time 282 

after the dike injection event. For the reference simulation the bottom energy input is equal to the heat 283 

release of 73 MW per 1 km ridge axis. This number agrees with the 44 MW to 71 MW per 1 km ridge 284 

axis range given by theoretical calculations of total heat flux released by crustal accretion and cooling 285 

for fast spreading ridge opening at 10 cm/yr (Fontaine et al., 2017) depending on whether lower 286 

crustal hydrothermal cooling is taken into account. The rock porosity and residual liquid saturation 287 

are in the range of other numerical simulations at fast spreading (Coumou et al., 2009; Hasenclever 288 

et al., 2014; Ingebritsen et al., 2010). 289 

After a diking event, the evolution of vent fluid salinity can be generalized into four stages: These are 290 

the (1) venting of low-salinity liquids or vapors, (2) an increase towards elevated salinities, (3) a 291 

stage, where salinities reach a plateau around the highest values, and (4) the decrease of venting 292 

salinities to the background values before the event. Regarding the salinity curve of the Bio9 and P 293 

vent after the 1991/92 diking event (Fig. 1), stage 1 lasts until 1993/94, stage 2 until 1995 and stage 294 

3 until 1998. Note that in stage 4 the Bio9 and P vent strongly differ in their venting salinities and 295 

local tectonic effects like flow through fractures, local brine accumulations or different background 296 

states may be responsible. 297 

 298 

Figure 3 shows the results of an example model run to illustrate the fluid- and thermodynamic 299 

processes controlling the aforementioned stages. Plotted are the mass fluxes of the vapor and the 300 

liquid phase within 20 m distance to the dike at about 500 m below the seafloor. The left panel shows 301 

the liquid phase and the right panel shows the vapor phase at different points in time; in blank regions 302 

the corresponding phase does not exist. The intruding dike rapidly heats the fluids into the L+V 303 

coexistence region (Fig. 3a, b). Within 4 m distance to the dike, even the V+H coexisting region is 304 

reached, where halite precipitates (Fig. 3a, b). This goes along with a large volume increase of the 305 

vapor phase, which consequently expands and rises quickly due to its high buoyancy. While the 306 

upflowing and venting low-salinity vapors mark stage 1 until 1.75 years, the liquid phase remains 307 

immobile as its saturation does not yet exceed the residual liquid saturation Slr limit of 0.3. During 308 

stage 1, NaCl is constantly accumulated within the expanding L+V region when rising vapors lose 309 

small amounts of NaCl. Additionally, NaCl is accumulated at the lower part of the dike at ~900m 310 

depth, where seawater recharge flow undergoing phase separation raises the NaCl content near the 311 

dike. 312 

 313 
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The second stage of rising vent salinities is initiated at 1.75 years when the liquid phase with elevated 314 

salinity starts to ascend (Fig. 3c). The cooling liquid phase exceeds its residual saturation at 315 

approximately 12 m distance to the dike and starts to rise due to its increased buoyancy. The source 316 

of this extra buoyancy is caused by a drop of density of the liquid phase, which becomes lower with 317 

decreasing temperature as the consequence of its decreasing salt content (Fig. S.2 of the 318 

supplementary material). Additionally, the above mentioned high-salinity liquids (> 20 wt% NaCl) 319 

from the lower part of the dike begin to move upwards. Stage 3 with the highest vent fluid salinities 320 

starts after 2.5 years, when due to further cooling high-salinity liquids move upwards at all distances 321 

to the dike (Fig. 3d). After 4 years most of the stored excess NaCl has been mined from the deeper 322 

parts so that liquid salinities drop below 4 wt% NaCl in the single phase region (Fig. 3e). This initiates 323 

stage 4 when vent fluid salinities return to background seawater-like values.   324 

 325 

 326 

 327 

Figure 3 Results of the representative model run with parameters given in section 3.1. Contour plot 328 

of liquid (left column, mirrored) and vapor (right column) salinity at a depth of 500 m below the 329 

seafloor. The area of phase salinity color is restricted between nodes at which the same phases exist. 330 

Mass fluxes of each phase are shown as arrows with their origin at the respective grid nodes. Both 331 



15 
 

phases have the same arrow length scale of 1 m corresponding to 5.9e-4 kg/(m²·s). Black lines are 332 

isotherms in °C (left) and divide phase regions in the system H2O-NaCl (right). This phase region 333 

boundary lines are between nodes belonging to different phase regions L: liquid, V: vapor, H: halite. 334 

LV: liquid and vapor coexistence region, VH: vapor and halite coexistence region.  335 

 336 

3.2 NaCl accumulation and mobilization at the dike 337 

 338 

The preceding section has shown that the saline fluids heated by the dike undergo a sequence of phase 339 

transitions. These are visualized as a temperature versus mean salinity,X, plot in Fig. 4 for a 340 

representative depth of 500 m below seafloor and at 2 m distance to the dike. The corresponding 341 

fluxes, the mean salinity,X and the porosity-dependent total salt mass per cubic meter of rock are 342 

shown in Fig. 5.  343 

 344 

The rapid heating following a dike intrusion brings the fluids into the V+H region passing first the 345 

L+V region and then the isothermal L+V+H region (Fig. 4). Temperatures reach up to 530 °C at 2 m 346 

distance to the dike, resulting in the progressive formation and expansion of a vapor phase. This low 347 

salinity vapor phase rises buoyantly, while the increasingly saline liquid phase is still immobile as its 348 

saturation has not yet exceeded the residual liquid saturation Slr limit of 0.3 (Fig. 4, Fig. 5a, b). This 349 

also results in an increase in salt mass per cubic meter rock (green lines in Fig. 5a, b), except for the 350 

about 1 m wide region next to the dike where temperatures are within the brittle-ductile transition and 351 

pore space has closed. After 0.2 years, temperatures start to fall again (Fig. 4), which causes the mean 352 

salinity to decrease because condensing vapor leads to a higher H2O mass in pore space and a further 353 

inflow of adjacent low salinity vapor in response to the volume change. Despite the decrease in mean  354 

salinity, the salt mass per cubic meter is continuously increasing (Fig. 5a-d). The reason is that vapors 355 

continuously lose small amounts of NaCl when they are depressurized during upflow near the dike. 356 

These processes continue until 1.75 yrs, the end of stage 1 (Fig. 4 and Fig. 5c, d).  357 

 358 
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 359 

Figure 4 Temperature-salinity cross-section of the H2O-NaCl phase diagram for a pressure of 29.4 360 

MPa. The red line   shows the temporal evolution 2 m from the dike at 500 m depth of the model 361 

calculation shown in Fig. 3. Phase boundaries shown as thick lines are the same as in the phase 362 

diagram in Fig. S.2. in the supplementary material: black: L↔LV, green: L↔LH, dark yellow: 363 

V↔VH, blue: LV↔VH. LH is liquid and halite coexistence region, LVH is the isothermal three-364 

phase coexistence surface. 365 

 366 

After 1.75 yrs stage 2 is initiated, when the temperature further drops within the 10 m wide L+V 367 

region, where NaCl has been accumulated (Fig. 5d). This cooling causes a strong density and salinity 368 

drop of the liquid phase (see also Fig. S.2 of the supplementary material). Simultaneously, the 369 

volumetric vapor saturation declines so that liquid saturation rises above 0.3 (Fig. 4) and the liquid 370 

phase becomes mobile. Stage 3 begins after around 2.5 years when all liquids, even those at the dike 371 

edge, have started to move upwards. This leads to the simultaneous upflow of the liquid and vapor 372 

phases within 10 m around the dike (Fig. 5e, f). The liquid phase transports the accumulated salt 373 

towards the seafloor causing the observed venting of liquids and vapors with high mean salinity. The 374 

total salt per cubic meter rock decreases accordingly between 2.5 yrs and 3.5 yrs (Fig. 5e, f). Liquid 375 

saturations remain relatively constant at 0.7 during this period and the fluid evolves along the L/L+V 376 

phase boundary (Fig. 4). After all accumulated salt has been mined, the system returns to a seawater 377 

convection without phase transitions, which is the 4th and last stage. 378 

 379 
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380 

Figure 5  Mass flux analysis  of the model run shown in Fig. 3. Vertical mass fluxes of vapor and 381 

liquid (circles and squares, respectively) at 500 m depth below the seafloor versus distance to the 382 

dike. Symbol color is the phase salinity. Black lines show mean salinity X and green lines show salt 383 

mass in pore space per cubic meter rock. 384 

 385 

3.3 Vent salinity evolution  386 

 387 

The vent fluid salinity evolution is directly related to the fluid- and thermodynamic processes stated 388 

above. Figure 6 shows vent fluid salinity and temperature as a function of time in the upper panel (a), 389 

discharge salt and fluid mass fluxes for the different phases in the middle panel (b), and a contour 390 

plot of the vertical mass flux as a function of depth and time in the lower panel (c). This combined 391 

figure illustrates how salt is transported from depth towards the seafloor vent site. 392 

 393 

During the first two years (stage 1), the vent temperature is high (>390 °C) and the vent salinity is 394 

low (< 0.1 wt% NaCl). This is the consequence of very low salinity vapors rising towards the seafloor.  395 

The vapor mass fluxes (dashed red line) are relatively constant during this time (Fig. 6b). After two 396 

years (stage 2), the liquid phase saturation exceeds the residual value of 0.3 and becomes mobile. 397 

This occurs over a large depth range down to 700 m below the seafloor. Now the liquid’s mass flux 398 
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and salinity control the salt mass flux at the seafloor (Fig. 6b) because the vapor phase has a very low 399 

salinity in the L+V phase region. Mean salinity of the vent fluids starts to rise and exceeds the 400 

background value after approx. 2.8 yrs (stage 3). This is also a consequence of the mobilization of 401 

highly saline liquids, which have been accumulated at 700 m to 800 m depth, where phase separation 402 

of the recharge flow from below has been the source of NaCl. (Fig. 6c). The transport of NaCl at this 403 

stage can be grouped in three flow components (Fig. 5e, f). One component is the slow upward 404 

movement of high salinity liquid (>15 wt% NaCl) within the L+V region close to the dike. The second 405 

component are saline fluids that mix with the recharge flow and move upwards as a single-phase 406 

liquid with approx. 8 wt% NaCl. This upflow is strongest close to the L+V region, because here the 407 

thermodynamic relations lead to the highest buoyancy. The third component are saline liquids at some 408 

distance to the dike that are significantly diluted by recharge flow. Their discharge occurs at a distance 409 

of 15 m to 25 m with a salinity between 5 and 6 wt% NaCl. In Figure 6c, the short peak of the liquid 410 

mass flux is caused by the high sensitivity of temperature changes on the liquid density around the 411 

critical curve, shown in Fig S.2 of the supplementary material, and leads to a higher buoyancy of the 412 

single-phase liquid compared to the adjacent liquid in the hotter L+V region. At 3.5 yrs, the fluids 413 

return into the single-phase L region at 2 m distance to the dike and the observed plateau of elevated 414 

salinity venting is entirely controlled by the venting the saline liquid phase. Afterwards salinities 415 

return to the background values.  416 

 417 
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 418 

Figure 6  Temporal evolution of the representative model shown in Fig. 3. a Mean outflow salinity 419 

at 2 m distance to the dike versus time after the diking event. b Salt mass flux and mass fluxes of 420 

liquid and vapor phase. c Time-depth profile of vertical salt mass flux at 2 m distance to dike. Red 421 

lines are isotherms with values in °C, white lines mark phase regions, and grey thin lines mark 422 

liquid saturations. 423 

 424 

4. Model sensitivity 425 

 426 
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While the predicted vent fluid salinity curve of the reference simulations (Fig. 6a) shows qualitative 427 

similarities to the observed variations at the EPR 9°50.3’N (Fig. 1), important differences remain. 428 

Hence, to relate observed changes in vent fluid salinity to processes at depth, an understanding is 429 

needed of how variations in model parameters affect model predictions.  430 

 431 

4.1 Effects of inflow temperature (Tbc) and salinity (Xbc) 432 

 433 

In a first suite of sensitivity runs, we have changed the temperature and salinity of the fluids flowing 434 

from above the axial magma lens into the modeling domain. All other parameters remain the same as 435 

in the reference simulations. Figure 7a, b summarizes the results for varying inflow temperature. 436 

Panel b) shows that the temperature boundary conditions does not have a major effect on the general 437 

shape of the vent temperature curve. Variations in inflow temperature result in a linear shift of the 438 

predicted curves. The impact on the predicted vent salinity evolution curve (panel a) is, in contrast, 439 

significant. For the high-temperature case (Tbc = 400 °C), the time period of phase separation (stage 440 

1) takes 1.5 years longer than in the  reference  resulting in dominant vapor venting until 4 years. 441 

Then a rapid change, i.e. a shortened stage 2, to a high-salinity venting occurs. The reason for the 442 

rapid onset of liquid dominated two-phase venting is a stronger pressure gradient due to the 443 

exhaustion of initially produced vapors that helps mobilize the heavier high-salinity liquids. For the 444 

lower temperature cases (Tbc = 325 °C and Tbc = 350 °C), the time duration of vapor venting (stage 445 

1) is shortened. Most of the vapors produced at the dike condense and merge again with the high-446 

salinity liquid phase resulting in a reduced maximum of venting salinities. 447 

Figure 7c shows the predicted vent fluid salinity curves for different bottom inflow salinity values. 448 

Variations in Xbc result in a linear shift of venting liquid salinity and a small extension of stage 3 (high 449 

salinity venting) for higher values. There is no feedback on predicted vent temperatures for variations 450 

in Xbc. 451 
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 452 

Figure 7  Model response to variations in basal temperature and salinity variations . a Mean outflow 453 

salinity and b outflow temperature for different bottom inflow temperatures Tbc but for same bottom 454 

inflow salinity Xbc = 3.2 wt% NaCl. c Mean outflow salinity for different bottom inflow salinities Xbc 455 

but for same inflow temperature Tbc = 375°C. Properties are averaged over a distance of 10 m from 456 

dike.  457 

 458 

4.5 Impact of permeability and porosity  459 

 460 

Rock permeability and porosity both affect fluid velocities and therefore have a high impact on the 461 

predicted vent fluid salinity curve. In the following suite of model runs, we use Xbc = 1.5 wt% NaCl 462 



22 
 

and an inflow mass rate Qm, which is linearly adjusted with rock permeability, to ensure a consistent 463 

flow field: 464 

 465 

(14)     m 14 2( )  0.021 kg/s
1.5 10 m

kQ k −=
⋅

   466 

 467 

Figure 8a, b shows how permeability affects vent temperature and salinity. A higher permeability 468 

leads to an earlier onset of high salinity venting (stage 3). The main reasons are a faster transport of 469 

the vapor phase and a more efficient cooling of the near dike region by enhanced fluid flow from 470 

below. The cooling causes the early condensation of residual vapor and the start of single phase liquid 471 

flow. As a consequence, stage 3 is shortened and vent fluid salinity values are predicted to return to 472 

background values more quickly. A lower permeability (k ≤ 10-14 m2) results in a flattening of the 473 

first rise of the salinity curve because mobilized liquids of the upper part merge with low-salinity 474 

vapors from below, which ascend slower compared to the high permeability cases. 475 

Higher permeability values are also predicted to change the venting temperature evolution. The more 476 

efficient cooling of a dike in higher permeability host rock leads to a shorter and higher temperature 477 

pulse at the vent. Note, however, that these predicted signals are also somewhat affected by the 478 

constant inflow temperature boundary condition. These prescribed inflow temperatures are 479 

independent of the fluid mass flux so that model calculations with higher permeability and hence 480 

mass flux also have a higher energy input at the base. 481 

The impact of a lowered porosity on the predicted vent fluid salinity curve is qualitatively similar to 482 

an increase in permeability. A lower porosity, for a given permeability, results in a higher pore 483 

velocity implying a more rapid transport of the salt signal. This explains the shown salinity curves in 484 

Fig. 8c. However, the scaling for both curves is different and constant ratios between permeability 485 

and porosity can produce differing results (Fig. 8d, e). For the higher-permeability and higher-486 

porosity case, the temperature curve (Fig. 8e) shows that vent temperatures rise earlier and to higher 487 

values compared to the lower-permeability and lower-porosity model. At the same time, the predicted 488 

vent fluid salinity evolution curves are also different for the two cases. Figure 8d shows that the higher 489 

permeability and porosity case results in a faster rise of the vent fluid salinity (stage 2). 490 
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 491 

Figure 8  Model response to variations in rock porosity and/or permeability. a Mean outflow salinity 492 

and b temperature for variable rock permeability with following parameter: Tbc = 375 °C, Φ = 0.05, 493 

Slr = 0.3. c Mean outflow salinity for different rock porosities with following parameters: Tbc = 375 494 

°C, Φ = 0.05, Slr = 0.3, k = 1.5·10-14 m2. Continuous lines show results for residual liquid saturation 495 

of Slr = 0.3 and dashed lines show results for Slr = 0. d, e Rock permeability vs. rock porosity with Slr 496 

= 0.3. Properties are averaged over a distance from 0 m to 10 m from dike. 497 
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The faster transition to higher venting salinities in the high-permeability + high-porosity model is 498 

directly linked to the earlier temperature drop towards ~400 °C. For the high-temperature simulations, 499 

cooling from below is less efficient and the maximum brine peak of both cases (stage 3) has a higher 500 

time shift. Setting the residual liquid saturation to zero has the simple effect of dampening the salinity 501 

curve (Fig. 8c) because the liquid phase can move earlier. 502 

 503 

5 Discussion  504 

 505 

The results have shown that we identified the key parameters controlling the salinity curve evolution 506 

after a dike intrusion. Figure 9 shows that we can approximate the salinity curve of the EPR 9°50.3’N 507 

Bio9 and P vents when we use inflow temperature and salinity of Tbc = 375 °C and Xbc = 1.5 wt% 508 

NaCl, a rock permeability of k = 1.5·10-14 m2 and a rock porosity of Φ = 0.05 (purple curve). Also 509 

models with slightly changed parameters such as a lower permeability (orange curve) or a higher Tbc 510 

combined with lowered porosity (brown curve) approximate the data reasonably well. Yet, the models 511 

tend to overpredict temperature. The observed vent temperature falls below 370 °C, which implies a 512 

higher convective cooling rate and therefore a higher permeability in the upper crustal layer. A 513 

somewhat higher permeability conforms with the 2006 diking event at EPR 9°50.3’N when 514 

temperature also dropped from 385 °C to 371 °C (Bio9 vent) and  388 °C to 361 °C (P vent) within 515 

only two years (Fornari et al., 2012). For a cooling below 380 °C, our models predicts a rapid 516 

mobilization of all produced high-salinity liquids leading to a prominent salinity peak and a fast 517 

decrease to a constant background salinity afterwards, which is not observed. 518 
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 519 

Figure 9  Best-fitting simulations for the observations at P and Bio9 vent: Xbc = 1.5 wt% NaCl, Slr = 520 

0.3. a vent salinity and b vent temperature. Outflow properties are averaged over a distance from 0 521 

m to 10 m from dike. 522 

 523 

 524 

With the help of the sensitivity analysis, we will discuss two potential reasons for these mismatches. 525 

We do not discuss further potential reasons for mismatches resulting from other model simplifications 526 

(see section 2.4) as those would not be supported by the presented results. But we would like to 527 

remind the reader of those; especially as the diking process itself is likely to impact the circulation 528 

system but that is not resolved in our modeling approach. 529 

 530 

First, in our model, the prominent salinity peak is related to the assumption of constant rock 531 

permeability, which leads to a rather uniform cooling of the near dike region over the entire depth 532 

range and a depth-independent onset of the mobilization of high-salinity liquids (Fig. 6c). In natural 533 

systems, however, permeability is likely to change with depth (Carlson, 2011) and with distance to 534 

the ridge axis. At the axial summit trough of the EPR 9°50’N region, the thickness of the top pillow 535 

basalt layer 2A is seismically inferred to be around 155 m (Sohn et al., 2004). Borehole measurements 536 
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point to an enhanced permeability on the order of 10-14 m2 to 10-13 m2 within an altered layer 2A 537 

(Anderson et al., 1985; Carlson, 2011). Seismic wave velocities show a significant decrease of 538 

permeability with crustal age at the ridge axis (Nedimović et al., 2008), caused by porosity decrease 539 

due to mineral precipitation. Therefore, the permeability could be higher than 10-13 m2 for youngest 540 

(unaltered) created crust, where the dike intrudes, facilitating a faster advective cooling. 541 

Subsequently, the increase in vent salinity results from liquids produced and mobilized at a shallow 542 

level that merge with vapors separated at deeper parts of the dike. In addition, seawater recharge flow 543 

can be mixed into the hydrothermal upflow zone at the dike-pillow basalt transition zone. Considering 544 

that the permeability is most likely lower in the deeper parts of the sheeted dikes complex and higher 545 

in the upper parts of the sheeted dikes complex and extrusive layer 2A than our constant value, the 546 

high-salinity liquids at depth would stay in hot two-phase conditions for a longer time than predicted 547 

by our model. The dike would cool gradually with depth and the adjacent high-salinity liquids would 548 

slowly mixed into the upflow, which would lead to a more damped and smoothed salinity signal at 549 

the vent. 550 

 551 

The second reason for dampening of the venting salinity curve could be an increasing rate of brine 552 

accumulation and upward vapor flow caused by higher heat release of a replenished and increased 553 

basal axial magma lens (AML). We think that the AML was drained after the 1991/92 event such as 554 

it had happened after the 2005/06 extrusive eruption, which resulted in extensive lava flows at the 555 

seafloor after both eruptions (Soule et al., 2009; Soule et al., 2007; Tan et al., 2016). Seismic imaging 556 

of the AML after the 2005/06 eruption also pointed to a depleted AML (Marjanović et al., 2018; Xu 557 

et al., 2014). It appears likely that the melt lens was replenished following these events with the 558 

consequence of an increased heat supply into the hydrothermal convection system leading to further 559 

phase separation phenomena. Unfortunately, the duration of AML replenishment is unknown as the 560 

observed second rise of venting temperatures after 1994 is potentially not only a consequence of the 561 

replenishment. Vent temperatures could also be affected by mineral precipitation in the uppermost 562 

layer, which can focus uprising fluids and prevent them from diffusive cooling. It is in principle 563 

possible that low-salinity vapors have mixed with high-salinity liquids at the dike and have dampened 564 

the observed salinity peak between 1995 and 1998. However, it is also likely that significant basal 565 

low-salinity vapor uprise started later and caused the salinity drop for Bio9 vent after 1997. 566 

 567 

 As Bio9 vent and P vent are direct neighbors having only a distance of 50 m between each other, it 568 

is notable that the salinity of P vent is different and stays at seawater salinity until the 2005/06 569 

eruption. Here we think that 3D effects of fluid circulations and redistribution of upflow and 570 
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downflow zones play a role after the dike has cooled. The ongoing redistribution, due to cooling, is 571 

indicated by the reduction or vanishing of venting areas observed after the dike eruption (Haymon et 572 

al., 1993; Rubin et al., 1994). The low average vent salinity of Bio9 below seawater salinity leads to 573 

a mass balance problem, which could be solved by constant NaCl accumulation on top of the AML. 574 

Numerical simulations from Vehling et al. (2021) show that stable basal brine layers are not 575 

convecting and thus strongly reduce conductive heat supply – which is needed for phase separation – 576 

from the AML into the actively convecting system. Therefore, we think that magmatic activity has 577 

significantly increased from 1995 at this ridge segment. The counterpart of this magmatic active 578 

segment is the segment 10 km to the south between EPR 9°26.1’N and EPR 9°37.1’N, where vents 579 

still have a salinity between 4.7 - 5.1 wt% NaCl during the 1991/92 eruption until 1994, where 580 

magmatic events were not observed (Oosting and Von Damm, 1996; Von Damm, 2000). 581 

 582 

   583 

6 Conclusions 584 

 585 

We have presented numerical simulations that relate the observed variations in vent temperature and 586 

salinity at the Bio 9 and P vents of the EPR at 9°50.3’N to subseafloor processes and properties. The 587 

employed two-dimensional models simulate the consequences of a dike intrusion into the axial part 588 

of a mid-ocean hydrothermal convection cell. The model setup considers different axial upflow 589 

temperatures and salinities using variable axial bottom boundary conditions. For a representative case 590 

study, we have analyzed how NaCl first accumulates and then is mobilized close to the dike and how 591 

this correlates to the characteristic salinity signal of seafloor vents. Within a study of parameters we 592 

found that fluid salinity and temperature of the upflow zone and the rock permeability have the highest 593 

impact on the fluid salinity curve. Rock porosity and residual liquid saturation have less significant 594 

impact. 595 

 596 

Based on these results we were able to find the key parameters that fit the first order characteristics 597 

of the observed salinity curves at the EPR 9°50.3’N. Remaining discrepancies between model 598 

predictions and observations are related to simplifications made in the model setup with regard to 599 

homogeneous rock permeabilities and temporally constant background temperature and salinity 600 

values of the upflow zone. Our results indicate that for approximately 5 years following the 1991/92 601 

diking event the salinity and temperature curves are strongly influenced by heat release and 602 

subsequent phase separation processes above the axial magma lens. Further simulations that combine 603 

dike intrusions with phase separation and transient brine accumulation on top of the AML should be 604 
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applied to investigate how the brine layer is affected by the dike intrusion and how this is related to 605 

subsequent seafloor venting salinities.     606 
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9 Appendix A 620 

 621 

A.1 Mass and heat flux boundary condition 622 

 623 

The total mass flow rate for the bottom boundary condition was defined based on a simulation run 624 

using a Gaussian-shaped temperature boundary condition (Tmax = 700 °C, Tmin = 300 °C) representing 625 

the heat source of a magma chamber. We then used the total mass rate venting at the top of the domain 626 

as inflow mass rate Qm and adjusted it so that a buoyancy-driven upflow of the injected fluids (350 °C 627 

to 400 °C) is established. Since we use a constant Qm for all inflow temperatures, the low-temperature 628 

case of 325 °C is slightly non-buoyancy-driven. When we change rock permeability k, we change Qm 629 

by the same factor. 630 

 631 

We control the bottom inflow temperature Tbc by calculating the corresponding specific enthalpy hbc, 632 

which also depends on inflow fluid salinity Xbc and bottom pressure. Therefore, hbc has to be 633 

recalculated during the simulations to hold a constant Tbc. Total heat rate QE and salt mass flow rate 634 

QX are then defined by the following expressions:   635 

 636 

(A.1) E m bcQ Q h= ⋅    637 

 638 
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(A.2) X m bcQ Q X= ⋅    639 

 640 

A.2 Calculation of dike section temperatures 641 

 642 

After each time step ∆t the new dike temperatures Td for each section are calculated by considering 643 

the one-dimensional (horizontal) energy conservation equation:  644 

(A.3) d
d d E,d

E Tc w q
t t

ρ∂ ∂
= = −

∂ ∂
 645 

where cd is the specific heat capacity of the dike and w is the half width of the dike because we 646 

simulate one-sided cooling. The specific heat capacity cd of a dike section depends on temperature 647 

because of the release of latent heat during basalt crystallization. For the interval between liquidus 648 

temperature Tl (1200 °C) and solidus temperature Ts (1000 °C), we use an additional specific heat cl: 649 

(A.4) 
( )l

l s

Lc
T T

=
−

 650 

where L = 3.35·10-5 J/kg is the latent heat for basalt crystallization (Rupke and Hort, 2004)   651 

We then define specific heat capacities for two temperature intervals:  652 

(A.5) ( )d r l s l              if  >   < c c c T T T T= + ∧  653 

(A.6)  d r s                          if  <  c c T T=  654 

 655 

For calculating a new dike section temperature we then obtain the following procedure from Eq. (A.4-656 

A.6): 657 

(A.7) 
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  658 

 659 

 660 

A.3 Permeability  661 

 662 

When halite precipitates in regions that are strongly heated by the dike intrusion, it fills up the pore 663 

space and the rock permeability decreases. We use the following function for the reduced 664 

permeability ki, which is also used in the TOUGH2 geothermal simulator (Pruess et al., 2012): 665 
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(A.8) 2
h(1 )ik k S= −  666 

We computed permeability at the segments enclosing the control volumes (see Fig. 2b) using a 667 

logarithmic average, as it can vary over orders of magnitudes:  668 

(A.9) ( ) ( ),up ,do
seg

ln ln
exp

2
i ik k

k
 +
 =
 
 

  669 

If halite saturation becomes larger than 0.95 at a grid point, then permeability kseg is set to zero for all 670 

segments around this point. We then stop solving mass and salt mass conservation at these nodes, but 671 

still solve for energy conservation by heat conduction. 672 

 673 

A.4 Thermal closure of rock porosity and reduced rock permeability 674 

 675 

The basalts next to the dike intrusion are heated up to temperatures high enough so that they become 676 

ductile so that porosity and permeability decrease. We model a brittle-ductile transition zone for 677 

temperatures between 600 °C (Tbr) and 800 °C (Tdu): 678 

 679 

(A.10) ( ) ( ) ( ) ( )du du br

du br

π
cos

2 2
T T

T
T T

Φ+Φ Φ−Φ − 
Φ = +  − 

     680 

(A.11) ( ) ( ) ( ) ( )du du br

du br

π
cos

2 2
k k k k T T

k T
T T

+ − − 
= +  − 

 681 

  682 

When the temperature exceeds 800 °C, we stop solving for mass and salt mass conservation at theses 683 

nodes, but still solve for energy conservation by heat conduction.   684 

 685 

Appendix B. Supplementary material 686 

 687 

The following file is the supplementary file including additional figures supporting this article. 688 

 689 
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