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Abstract 

Enhanced carbon dioxide (CO2) emissions from drying sediments of streams and rivers, were 

found to significantly contribute to the global carbon cycle. However, the understanding of the 

underlying mechanisms controlling the CO2 emissions from dry sediments is still limited. 

Focusing on the potential CO2 sources, microbial respiration and degassing from the 

groundwater, a variety of methods was applied to study hydrology and the carbon cycling in 

drying sediments at the river Elbe. Chamber measurements were used to quantify CO2 

emissions and were complemented with a set of methods including incubation experiments, 

stable carbon analysis (δ13C) and Radon flux measurements (222Rn) to identify sources and 

mechanisms behind CO2 emissions from dry river sediments. Average CO2 fluxes of 

~ 148 (± 155) mmol m−2 d−1 were observed in summer 2020. Additionally, soil moisture and 

the thickness of the unsaturated zone were found to be good predictors for the CO2 flux at the 

study site. For example, the thickness of the unsaturated zone increased the CO2 flux by 

~ 3 mmol m−2 d−1 per one cm increase of unsaturated zone. The results from 222Rn flux 

measurements indicated that degassing groundwater is possibly contributing to CO2 emissions. 

Yet, quantifications of CO2 emissions from different sources revealed high production rates of 

CO2 from microbial respiration and comparable low CO2 emissions from groundwater. Even 

though a high spatial and temporal variability of the data was observed, the gained evidence 

suggests that microbial respiration is likely to be the main source of CO2 emissions, whereas 

CO2 degassing from the groundwater plays a minor role regarding CO2 emissions at the study 

site. 
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Zusammenfassung 

Trockengefallene Sedimente von Bächen und Flüssen emittieren erhöhte Mengen an 

Kohlenstoffdioxid (CO2) und tragen so zu den globalen Kohlenstoffemissionen bei. Das 

Verständnis, welche Mechanismen und Quellen die CO2-Emissionen aus trockenen Sedimenten 

steuern, ist jedoch noch begrenzt. Mit dem Fokus auf den potenziellen CO2-Quellen, 

mikrobielle Atmung und Ausgasung aus dem Grundwasser, wurde eine Vielzahl von Methoden 

angewandt, um die Hydrologie und den Kohlenstoffkreislauf in trockengefallenen Sedimenten 

an der Elbe zu untersuchen. Dafür wurden CO2-Emissionen mit Haubenmessungen quantifiziert 

und durch eine Reihe von Methoden, wie Inkubationsexperimenten, Analysen von stabilen 

Kohlenstoffisotopen (δ13C) und Flussmessungen von Radon (222Rn), ergänzt, um Quellen und 

Mechanismen der CO2-Emissionen zu identifizieren. Über den Sommer 2020 wurden 

durchschnittliche CO2-Flüsse von ~ 148 (± 155) mmol m−2 d−1 beobachtet. Des Weiteren 

konnten Beziehungen zwischen Umweltfaktoren, wie Sedimentfeuchte und der Mächtigkeit des 

ungesättigten Sedimenthorizontes, und den CO2-Flüssen ermittelt werden. Es wurde 

beispielsweise eine Zunahme des CO2-Flusses um ~ 3  mmol m−2 d−1 pro cm Zunahme der 

Mächtigkeit des ungesättigten Sedimentes beobachtet. Ergebnisse der 222Rn-Flussmessungen 

deuten darauf hin, dass CO2-Ausgasungen aus dem Grundwasser möglicherweise zu den CO2-

Emissionen beitragen. Abschätzungen der CO2-Emissionen aus den verschiedenen Quellen 

zeigten jedoch hohe Produktionsraten von CO2 aus mikrobieller Atmung und vergleichsweise 

geringe CO2-Ausgasung aus dem Grundwasser. Dies deutet darauf hin, dass die CO2-

Emissionen hauptsächlich von mikrobieller Atmung herrühren, während CO2-Ausgasung aus 

dem Grundwasser eine untergeordnete Rolle im Hinblick auf die CO2-Emissionen von 

trockengefallenen Sedimenten an der Elbe spielen. 
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1 Introduction 

Streams and rivers are well known to play an important role in the global carbon cycle. The 

transport of continental carbon to the ocean for example is mainly regulated by rivers 

(Schlesinger and Melack 1981). Moreover, carbon in rivers undergoes transformation processes 

and can be stored by means of sedimentation and photosynthesis or released due to biological 

respiration (Battin et al. 2008; Del Giorgio and Pace 2008). One distinctive feature of rivers is 

that they are frequently altered by changing water levels. Climate change is expected to increase 

the seasonal and the inter- annual variability of rivers and hydrological regimes (Coppola et al. 

2014; Bolpagni et al. 2019). In Europe, more frequent and longer-lasting droughts are expected 

during summers, which lead to desiccation of smaller streams and low-water levels in high-

order rivers (Steward et al. 2012; Samaniego et al. 2018; Spinoni et al. 2018). Consequently, 

previously submerged river sediment will be exposed to the atmosphere and influenced by 

drying (Steward et al. 2012). 

Recent studies have shown that exposed sediments from drying inland waters, contribute 

about 0.12 ± 0.13 PgC yr−1 to the global carbon dioxide (CO2) emissions, which is equivalent 

to ~ 6 ± 6 % of the CO2 emissions from inland waters (Keller et al. 2020). High rates of CO2 

emissions from dry sediments are observed for ephemeral streams and small rivers under low-

water conditions (e.g. Von Schiller et al. 2014; Gómez-Gener et al. 2015; Looman et al. 2017), 

whereas estimates for high-order rivers are still scarce (Bolpagni et al. 2019; Mallast et al. 

2020). As a first step, Mallast et al. (2020) estimated that for the German part of the River Elbe 

~ 6200 - 6600 t yr−1  CO2 were emitted from the exposed sediments during the millennium 

drought in 2018, highlighting the relevance of drought effects on CO2 emissions from high-

order rivers.  

Apart from estimating magnitudes of CO2 emissions, identifying sources and drivers is likewise 

of importance to deepen the understanding of regulating mechanisms behind CO2 emissions 

from dry sediments (Marcé et al. 2019; Keller et al. 2020). Overall, carbon emissions from any 

ecosystem, including desiccated sediments, derive from a number of biotic and abiotic sources 

(Marcé et al. 2019). Respiration from microbial activity is well known to contribute to CO2 

emissions (Weise et al. 2016; Marcé et al. 2019), whereas non-biological processes are rarely 

taken into account (Rey 2015). Yet, recent findings revealed a spatial dependence of CO2 fluxes 

from dry river sediments (Bolpagni et al. 2019; Mallast et al. 2020) that raised the question, 

how abiotic processes might contribute to CO2 emissions. As a result, Mallast et al. (2020) 

suggests that CO2 from the groundwater is likely to contribute to the CO2 emissions from 

sediments alongside high-order rivers. This assumption is based on the mechanism that during 
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periods of desiccation the water level of the river is falling, while the response of the 

groundwater level is delayed (Peters et al. 2006). Hence, a flow gradient towards the river is 

formed resulting in discharge hotspots of groundwater close to the river. Considering that 

groundwater is usually 10 to 100 fold over-saturated with CO2 (Macpherson 2009) the dissolved 

CO2 degasses when reaching the sediment-atmosphere interface and adds to the CO2 emissions 

(Mallast et al. 2020).  

After all, the identification of sources and mechanisms behind CO2 emissions from dry 

sediments of inland water is challenging (Marcé et al. 2019). Therefore, a complementing set 

of methods was used in this study, covering the potential CO2 sources: microbial respiration 

and degassing from the groundwater. Firstly, incubation experiments of the dry river sediment 

were performed in the laboratory to determine the potential of microbial respiration and to 

estimate if CO2 production rates could cover the measured CO2 fluxes in the field. Secondly, 

stable carbon isotope composition was analyzed to investigate the carbon cycling at the study 

site, including the Keeling plot approach to determine the isotopic composition of the CO2 flux 

(Keeling 1958; Cerling et al. 1991; Bowling et al. 2008). Thirdly, the natural occurring geogenic 

noble gas Radon (222Rn), a product of the decay series of uranium-238 with a half-life time of 

3.8 days (Cook and Herczeg 2000), was used as a natural tracer for groundwater influence. 

Indeed, 222Rn is known to be higher concentrated in groundwater compared to surface water 

(Genereux et al. 1993; Cook et al. 2008) and moves by the same mass flow and diffusion 

pathways as other soil gases (Megonigal et al. 2020). Moreover, 222Rn is not affected by 

biological processes, which makes it altogether a useful tool to trace CO2 from groundwater 

and deeper sources (Kim et al. 2020; Megonigal et al. 2020). Furthermore, investigations on 

how environmental variables are influencing the CO2 emissions were performed, to gain further 

insides regarding the CO2 source. Keller et al. (2020) showed that sediment moisture in 

combination with organic matter availability and temperature seem to be globally consistent 

predictors for CO2 emissions from dry inland waters. Therefore, soil temperature, soil moisture, 

organic matter and other environmental variables were monitored simultaneously with the CO2 

flux.  

This study aimed to identify the main source of CO2 emissions from dry sediments of the river 

Elbe to generally improve the understanding of CO2 emissions from dry river sediments and 

how they contribute to the global carbon cycle. We assumed that potential main sources of CO2 

emissions from dry sediments at the river Elbe are microbial respiration and degassing 

groundwater, and hypothesized that I) degassing groundwater is the main source of the CO2 

emissions from the dry sediments of the river Elbe. Supporting the first hypothesis, we further 



Introduction  3 

 

assume that II) the microbial respiration in the unsaturated zone does not have a considerable 

influence on the CO2 emissions, resulting in weak relations between environmental variables 

like organic matter content and thickness of the unsaturated zone with the CO2 flux.  
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2 Material and methods 

2.1 Study site 

The study site is located at km 314 of the river Elbe, south of Magdeburg, Germany. The River 

Elbe is one of the largest rivers in Central Europe with a discharge average of about 559 m3 s−1 

in Magdeburg (Weigold and Baborowski 2009). Near Magdeburg, the Middle Elbe can be 

characterized as a free-flowing lowland river with comparable large floodplains, only regulated 

by groin fields. Hence, seasonal water level fluctuations are shaping the different habitats 

alongside the river ranging from alluvial forests and pastures to sandy beaches (Scholten et al. 

2003; Scholz et al. 2005). The study site is located in between two groins and is characterized 

by a slight slope from the river to the adjoining floodplain, which extends to ~ 25 m. A sandy 

beach of about 2 to 5 m with sparse vegetation can be found directly at the river, while the 

vegetation becomes denser with distance to the river. The adjoining floodplain is used as a cow 

pasture throughout the whole year.  

 

 

 

Figure 1: The Location of the study site and sampling points. The study site 1) is located directly at the river Elbe. 

Sites, where sampling of the distant groundwater in the floodplain took place are highlighted with 2) and 3). 
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All measurements were performed from the 1st of May till the 7th of October in 2020. During 

this time automated CO2 flux measurement devices were set up. Additional sampling 

campaigns took place from the 3rd of August to the 5th of August, on the 2nd of September, and 

from the 22nd of September to the 23rd of September. The study site was regularly controlled 

and monitored in between sampling campaigns. Additional sampling of two groundwater wells 

in the floodplain of the Elbe took place on the 7th of September in approximately 500 and 2000 

m distance to the river Elbe (Fig. 1). 

The water level during the campaigns was always below the average low water level (84 cm). 

The minimum water level over the measurement period was 61 cm on the 24th of September. 

Whereas the highest water level was on the 26th of June with 223 cm (Fig. 2) (WSV 2020). 

Compared to 2018 and 2019, the water level was relatively high throughout the whole summer 

with the highest water level at the end of June. The mean annual temperature is 9.5 °C and the 

mean annual precipitation is 520 mm, over the reference period of 1981 to 2010 (Deutscher 

Wetterdienst 2020). 

 

 

 

Figure 2: Water level changes over the measurement period, measured at Magdeburger Strombrück ~ 13 km 

downstream from the study site. The dashed line represents the average low water level of 84 cm. 
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2.2 Experimental setup  

To estimate and identify the magnitude, origins and drivers of the CO2 emissions from dry 

sediments at the river Elbe a variety of methods were used. Table 1 provides an overview of 

the implemented methods together with the aim the methods were applied for. In the following, 

sampling and analysis methods are described in detail.  

 

Table 1: Overview of the methods used in this study together with the aim the methods were applied for. The 

methods are categorized by the primary research question. 

Research question Method/ Analysis Aim 

General site characteristics Chamber measurements Magnitude and pattern of CO2 emissions 

 
Hydraulic conductivity Characteristics of groundwater movement 

 
Hydraulic gradient The direction of the groundwater flow, 

Formation of groundwater hotspots? 

 
δ18O, δ2H Magnitude and pattern of evaporation 

Identifying the main source 

of CO2 emissions 

(Hypothesis I) 

Incubations of dry river 

sediment 

Potential of microbial respiration 

including temperature response of microbial 

respiration 
 

δ13C, Keeling plots Investigating carbon-cycling processes, 

Determining the carbon source 

 
222Rn Natural tracer of groundwater influence, 

Tracing origins or transport of CO2 
 

Influence of environmental 

variables on the CO2 

emissions (Hypothesis II) 

Sediment analysis Influence of soil parameters on the CO2 

fluxes 

 
Environmental variables 

 
Influence of soil temperature, moisture, the 

thickness of the unsaturated zone and 

precipitation on the CO2 fluxes  
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2.2.1 Flux measurements and environmental variables 

To estimate magnitudes and identify spatial and temporal patterns of greenhouse gas emissions 

at the study site, manual and automatic, closed chamber measurements were performed. For 

this purpose, sites without vegetation were selected to focus on the two studied CO2 sources: 

microbial respiration and CO2 degassing from groundwater. 

The CO2 fluxes from the dry river sediments were measured with manual chamber 

measurements during the measurement campaigns in August and September. The manual 

chamber measurements were performed in 1 m steps away from the flowing water, along 

a transect which was characterized by an uphill slope of ~ 11.5 %. For the measurements, collars 

were installed along the transect a day in advance to minimize disturbance during measurements 

(Fig. 3a). To measure the gas fluxes a chamber (V = 0.0239 m3, A = 0.1195 m2) was placed on 

a collar. Dark and light chamber measurements were performed. The change of concentrations 

in the chamber was monitored for ~ 5 minutes, with the Multicomponent FTIR gas analyzer 

(FTIR gas analyzer DX4000, Gasmet Technologies GmbH, Helsinki, Finland). The 

Multicomponent FTIR gas analyzer measures CO2, Methane (CH4) and Nitrous oxide (N2O) 

with FTIR spectroscopy, with an accuracy of < 2% of the measuring range per zero-point 

calibration interval (Gasmet Technologies GmbH 2018). Hence, the detection limit of the CO2 

flux is ~ 2 mmol m−2 d−1, while CH4 flux is detectable if above 0.12 mmol m−2 d−1 and N2O if 

above 0.2 mmol m−2 d−1. Additionally, the EGM-5 CO2 - analyzer with a soil respiration 

chamber (dark, V = 0.001171 m3, A = 0.0078 m2) was used to measure CO2 fluxes from the 

sediment, along the transect (EGM-5 Portable CO2 Gas Analyzer, PP Systems, Amesbury, 

Massachusetts, USA). Due to easy handling the EGM-5 CO2 - analyzer was used to monitor 

CO2 fluxes at the study site regularly in between the sampling campaigns. The EGM-5 

CO2 - analyzer measurement is based on a non-dispersive infrared (NDIR) measurement 

technique and measures CO2 concentration over 2 minutes, with an accuracy of < 1 % over the 

calibrated range. The described chamber measurements are in following summarized and 

referred to as manual measurements. 

To cover higher temporal dynamics of CO2 fluxes three dark automatic chambers (CFLUX-1 

Automated Soil CO2 Flux System, PP Systems, Amesbury, Massachusetts, USA), which are in 

following referred to as automatic measurements, were installed (Fig. 3b). Changes of 

concentration were measured over 5 minutes once per hour, over a measurement range from 

0 – 2000 ppm with an accuracy of < 1% over the calibrated range (PP Systems 2018). The 

automatic chambers were set up at different distances to the water. The setting was usually that 

two chambers were placed at the same height, close to the flowing water, while one chamber 
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was placed further away (Fig. 3b). Due to fluctuating and comparable high-water levels over 

the summer of 2020 (Fig. 2), it was not possible to measure CO2 fluxes from the sediment 

continuously over the whole measurement period. The chambers were set up in the periods 

from the 1st of Mai to the 10th of June, the 3rd of August to the 6th of August, the 17th of 

September to the 26th of September, and needed to be moved occasionally. To assure 

repeatability and comparability of the automatically measured data, fixed positions were 

estimated. Therefore, the distance of the river and the height over water level were determined 

once, along the transect. Out of these parameters, a slope was estimated based on linear 

regression and afterward used to position the automatic chambers in the field. Positions, where 

the automatic chambers were placed were 75, 85 and 95 cm above zero point of gauge (zero 

point of gauge = 39.885 m above mean sea level (WSV 2020)).  

Complementary to manual and automatic chamber measurements, environmental variables 

were measured at the study site. Therefore, integrated probes (Stevens HydraProbe, Stevens 

Water Monitoring Systems, Portland, Oregon, USA) were installed, measuring soil moisture 

and soil temperature simultaneously with the CO2 fluxes. The soil temperature sensor measures 

in a depth of ~ 5 cm and a range from −10 to 55 °C with an accuracy of ± 0.3°C at 25 °C. The 

soil moisture sensor measures over a depth of ~ 5 cm and a saturation range from 0 to 100 %, 

depending on the soil characteristics (PP Systems 2020). Furthermore, soil samples were taken 

along the transect and at the automatic chambers in a depth of 5 cm for incubation analysis in 

the laboratory. Therefore, four soil samples were taken around a collar for incubation replicates. 

Additionally, soil samples were taken with a soil sampler (Pürckhauer Set, Eijkelkamp Soil & 

Water, Giesbeek, The Netherlands) over a depth of ~1 m, visually separated in the unsaturated 

and saturated zone and later separately analyzed in the laboratory. All soil samples were stored 

at 4 °C and were a week later analyzed in the laboratory. 

 

Figure 3: Experimental setup of the chamber measurements. The collars for manual measurement and the 

piezometers a) were set up along a transect away from the flowing water. The automatic chambers b) were set 

up at fixed positions in different distances to the flowing water. 

a) b) 
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2.2.2 Hydrological measurements 

The groundwater movement was analyzed during periods of desiccation to identify if the 

groundwater influences the CO2 emissions. Therefore, piezometers, with a diameter of 2.7 cm 

and a length of 100 cm, were installed along the measurement transect, next to the 

collars (Fig. 3a). The installation of the piezometers and the measurements took place a day 

before the sampling campaign, to prevent potential errors of further sampling. The hydraulic 

head of the groundwater (hpot), the water level in the piezometers, was measured with an electric 

contact gauge, to determine the hydraulic gradient. Additionally, the hydraulic conductivity was 

measured with the slug test based on (Hvorslev 1951). For that, a level logger 

(Levelogger 5, Solinst, Georgetown, Ontario, Canada Ltd.) was installed in the piezometer. The 

piezometer was filled with water and the water level changes were measured till the at-rest 

water level was reached. This was repeated three times, in each piezometer.  

2.2.3 Groundwater and river water sampling 

Additional chemical and physical parameters of the groundwater, the river water, and the distant 

groundwater, were determined to improve the understanding of processes taking place in the 

saturated zone. Accordingly, values of pH, conductivity, temperature and O2 saturation were 

measured in the piezometers, the river and the distant groundwater with a multiparameter probe 

(WTW® MultiLine® Multi 3630 IDS, Xylem, Rye Brook, New York, USA). To measure 

CO2 (aq) and CH4 (aq) concentrations in the water, water samples were taken from the 

piezometers and the river using a syringe. Atmospheric air was added, with a headspace ratio 

of 1:1. By shaking the sample for approximately 2 minutes in the field, headspace equilibrium 

was adjusted. Afterward, the gas samples were filled in 12 ml evacuated Exetainers 

(Labco Exetainers®, Labco Limited, Lampeter, UK) and stored till further analysis in the 

laboratory. Additionally, a CO2 probe (CO2 probe, AMT Analysenmesstechnik, Rostock, 

Germany) was installed in the river in June but due to technical defects, the probe measured 

only over a short period. 

Furthermore, water samples were collected in crimp vials without a headspace, from the 

piezometer, the river, and the distant groundwater, stored at 4 °C and later analyzed in the 

laboratory.  

2.2.4 Stable carbon isotope (δ13C) sampling 

To determine the source of the CO2 based on its stable isotopic composition, discrete gas 

samples were taken from the chamber measurements, to derive the source δ13CO2 signature 

from Keeling plots (Keeling 1958). Therefore, discrete gas samples were taken from the 
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chamber measurements. Four gas samples of ~ 20 ml were taken, using a syringe, at regular 

intervals over a measurement time of 20 − 30 minutes. Additionally, headspace equilibrated gas 

samples from the ground and the river water were taken, as described in section 2.2.3. All gas 

samples were filled and stored in evacuated Exetainers till further analysis. For estimation of 

the δ13C signatures of organic matter soil samples of the unsaturated zone were taken along the 

transect with a soil sampler (Pürckhauer Set, Eijkelkamp Soil & Water, Giesbeek, The 

Netherlands) and stored at -18°C. In September, additional soil samples were taken from the 

saturated sediment zone.  

2.2.5 Radon (222Rn) measurements 

The geogenic gas 222Rn is a commonly used natural tracer for groundwater influence in aquatic 

systems and is additionally known as a useful tool to trace the origins of CO2 (Cook and Herczeg 

2000; Megonigal et al. 2020). Therefore, 222Rn concentrations and fluxes were measured with 

the RAD7 (RAD7 Radon Detector, DURRIDGE, Billerica, Massachusetts, USA) to determine 

the groundwater influence on CO2 fluxes from dry river sediments. The measurements of the 

RAD7 are based on electrostatic collection of alpha-emitters with spectral analysis. Measuring 

with the “Normal” mode counts decays of both Polonium decay products of 222Rn (218Po, 214Po). 

The counts are measured over an hour and averaged, with a standard deviation of one sigma. 

The measurement range lies between 4 − 750000 Bq m−3 with an accuracy of ± 5 %. 

Additionally, environmental factors may affect the precision by 2% (DURRIDGE 2021). 

The 222Rn concentration was measured in the groundwater, the distant groundwater and the 

river water. For that purpose, samples of ~ 300 ml were taken from the groundwater and the 

river and measured with the Wat250 mode. In Addition to that 222Rn emissions from the soil 

were estimated with chamber measurements with the RAD7 over 3h, once per hour. Based on 

the assumption that groundwater is the main source of CO2 and the fact that 222Rn moves at the 

same mass flow as CO2  (Megonigal et al. 2020), the same spatial dependences of CO2 and 

222Rn fluxes were expected at the study site. For this reason, 222Rn chamber measurements were 

performed simultaneously at two different positions, one with low and one with high CO2 

fluxes, which were determined in advance. To measure 222Rn simultaneously two chambers of 

different sizes were used. Therefore, 222Rn chamber flux measurements in Bq m−3 d−1 were 

corrected for different chamber volumes by multiplying with the volume [m3] and dividing by 

the area [m2] of the chamber, receiving results in Bq m−2 d−1.  
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2.3 Analytical methods 

2.3.1 Soil samples analysis 

Soil samples were analyzed to determine soil moisture content, bulk density, and loss on 

ignition, along the measurement transect and at the sites of the automatic chambers. Therefore, 

a defined volume (10 ml) of soil sample was weighed and dried at 105 °C until constant weight, 

followed by combustion at 550°C. The sample weight was measured in between each step.  

The bulk density (bd) of the sediment was estimated with the measured dry weight (mdry) 

divided by the volume and is given in g cm−3. The soil moisture content (θ) [vol%] was 

estimated by equation (1), where mfresh is the weight of the fresh sample [g]. 

θ = 
mfresh-mdry

mdry
×bd×100 (1) 

Additionally, loss on ignition (LOI) [%] was calculated by equation (2), to estimate the organic 

matter content, where mcom is the sample weight after combustion at 550 °C [g]. 

LOI = 
mdry-mcom

mfresh
×100 (2) 

2.3.2 Incubation experiments  

Incubation experiments were set up to analyze the potential of microbial respiration from dry 

river sediments. For this purpose, fresh soil samples, taken along the transect were incubated in 

~ 130 ml vials in replicates of four at 19.5 °C (while measured air temperature in the field varied 

between 10 to 27 °C, over the day). To determine the temperature dependence of the microbial 

respiration additional soil samples were taken for an additional incubation experiment. 

Therefore, soil samples were incubated at 4, 12, 19.5, 28 and 35 °C in replicates of four. With 

a Pressure-Lok® syringe (Pressure-Lok® glass syringe, Valco Instruments, Waterbury, 

Houston, USA) 4 to 5 gas samples were taken, over 2 to 3 days in regular intervals, from each 

incubated vial. The CO2 and CH4 concentrations in the gas samples were measured with the 

Gas Chromatograph (GC) (Gas Chromatograph System SRI 8610C, SRI Instruments Europe, 

Bad Honnef, Germany). The GC is equipped with a Flame Ionization Detector for hydrocarbons 

and a Methanizer which allows simultaneous measurement of CO2 and CH4, with an accuracy 

of < 5 %.  
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2.3.3 Groundwater and river water analysis 

To analyze dissolved inorganic carbon (DIC) and dissolved organic carbon (DOC) in the 

groundwater and river water the water samples needed to be filtered with a glass microfiber 

filter, in advance. The DIC and DOC concentrations were analyzed based on high-temperature 

oxidation and NDIR-Detection (DIMATOC® 2000, DIMATEC Analysentechnik, Essen, 

Germany). The alkalinity of the water samples was determined by titration with HCl till a pH 

of 4.3 is reached (DMS Titrino, Metrohm, Herisau, Switzerland). To determine the 

concentration of the cations K+, Na+, Ca2+ and Mg2+ the water samples were filtered with a 0.45 

µm syringe filter, acidified with HNO3 and analyzed based on Spectroscopy with an ICP OES 

(Optima 7300 DV, Perkin Elmer, USA). The Anion concentrations of SO4
2− and Cl− were 

measured with ion chromatography (Dionex-ICS 6000, Thermo Fisher Scientific, Waltham, 

Massachusetts, USA). The samples were filtered with a 0.45 µm syringe filter, in advance. 

Isotope signatures of δ18O and δ2H were also measured, with the Triple Isotope Water Analyzer 

with Off-Axis Integrated Cavity Output Spectroscopy technique (TIWA-45-EP, Los Gatos 

Research, San Jose, California, USA). All stable isotope values are given in the common 

δ−notation described by (O’Leary 1981) and shown in equation (3). 

δ [‰] = ( 
Rsample

Rstandart
-1) ×1000 (3) 

2.3.4 Stable carbon isotope (δ13C) analysis 

For the δ13C analysis of the gas samples, partial pressure of CO2 and CH4 was analyzed in 

advance with the GC. Afterward, the δ13CO2 signatures of the gas samples were analyzed with 

Cavity Ring-Down Spectroscopy (G2201-i CO2 & CH4 CRDS Analyzer, Picarro, Sant Clara, 

California, USA). For that the CO2 partial pressure of the gas samples needed to be in the range 

of 380 to 2000 ppm. If the concentration was higher samples were diluted in a syringe with 

synthetic air from a gasbag.  

To analyze δ13C signatures of the organic matter, the sand and the organic matter in the soil 

samples needed to be separated. This was done by suspension and decantation with ultrapure 

water. Afterward, the samples were dried at 45 °C for 24 h. For the measurements, the dried 

and homogenized samples have been weighed in tin cartouches with a mass of 3.5 to 5 mg. The 

carbon and nitrogen content and δ13C and δ15N signatures were measured with the Element 

Analyzer and the downstream mass spectrometer (EA IsoLink™ IRMS System, Thermo Fisher 

Scientific, Waltham, Massachusetts, USA). 
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All δ13C signatures are given in the common δ-notation described by (O’Leary 1981) and shown 

in equation (3). 

2.4 Data processing  

2.4.1 Fluxes and environmental variables 

The gas fluxes were estimated based on linear regression and calculated according to 

equation (4), where 
∆C

∆t
 is the slope of the change in concentration over time [µatm d−1], V is the 

volume of the chamber [m3], A is the sediment area that is covered by the chamber [m2], T is 

the temperature [K] and R is the ideal gas constant = 8.314 l atm K−1 mol−1. 

F = 
∆C

∆t
×

V

R×T×A
 (4) 

For the gas fluxes of the manual measurements, the change in concentration over time was 

visually checked for linearity in advance. Calculations were made with the R package glimmr 

(Keller 2020).  

2.4.2 Hydrology 

The hydraulic gradient (hg) was calculated based on equation (5), where h1pot and h2pot are the 

hydraulic head measurements [m] from two different piezometers and Δl is the length of the 

flow path [m]. 

hg = 
h2pot - h1pot

∆l
 (5) 

The hydraulic conductivity was calculated based on Hvorslev (1951). Therefore, the piezometer 

was filled with water and the water level was measured till the at-rest water level was reached. 

The change of water level over time was normalized based on equation (6), where t is time [s], 

H(t) is the measured change of water level over time [m s−1], H0 is the water level at t = 0 s, 

where the piezometer is completely filled with water and Hmin is the at-rest water level. 

Hnorm(t) = 
H(t) - Hmin

H0 - Hmin
 (6) 

The natural logarithm of Hnorm(t) is plotted against the time and a slope is fitted 

(ln(Hnorm(t)) vs. t). The horizontal hydraulic conductivity (K) [m s−1] is calculated by 
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equation (7), where D is the diameter of the piezometer [m] (D = 0.027 m), m is the anisotropy 

ratio which is assumed to be 7, L is the length of the screen [m] (L = 0.1 m) and Tlag is defined 

by equation (8), with expo describing the exponent of the exponential slope fitted in advance. 

K = 
D2× ln (m × L D ⁄ + √ 1 +( m ×  L D ⁄ ) 2)

8 × L × Tlag
 (7) 

with 

Tlag =  
1

|expo| ×  ln(0.37)
 (8) 

2.4.3 Incubation experiment and temperature response 

Incubation experiments were performed to estimate the potential microbial respiration of the 

sediment. The amount of CO2 in each incubation vial was calculated based on the ideal gas 

law (Eq. 9), where n is the amount of CO2 [µmol], p is the partial pressure of CO2 [ppm], R is 

the ideal gas constant = 82.057 cm3 atm mol−1 K−1 and T is the temperature [K]. Based on linear 

regression the production rate r [µmol g−1 d−1] is calculated according to equation (10), where 

∆n

∆t
 is the change of CO2 in the vial over time [µmol d−1] and mdry is the dry weight of the 

sediment in the vial [g]. 

n =  
p × V

R × T
 (9) 

 

r =  

∆n

∆t
mdry

⁄  (10) 

Estimated production rates were summarized and tested with the Wilcoxon-sum-rank test to 

determine whether samples in August and September differentiate from each other. 

With the assumption that production rates of microbial respiration are uniform over the 

unsaturated zone in the sediment, fluxes [mmol m−2 d−1] were calculated by equation (11), 

where h0 is the thickness of the unsaturated zone [m]. 

F = 
r

1000
× bd × h0 (11) 
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The temperature response of biological processes can be described by the exponential 

Boltzman-Arrhenius model (Eq. 12). Where v is a process rate, r0 a normalization constant, Ea 

the activation energy [eV], k the Boltzmann constant = 8.617  10−5 eV K−1, and T is the 

temperature [K]. 

v = r0× e 
 -Ea

 k × T (12) 

To evaluate the temperature response of the microbial respiration in the sediment Q10 

temperature coefficient (Eq. 13) and the activation energy (Ea) was used (Dell et al. 2011). 

Therefore, the natural logarithm of the production rate (ln(r)) was plotted against the reciprocal 

of k × T (see Appendix Fig. A1 & A2). The slope of these so-called Arrhenius plots was used 

to calculate the activation energy as described in Gillooly et al. (2001).  

Q10 = ( 
r2

r1
 ) 

( 
10

T2 - T1
 )

 (13) 

2.4.4 Chemical equilibrium of groundwater and river water 

With the measured concentrations of ions, DIC, pH, alkalinity and temperature, the saturation 

index (SI) of the measured species in the groundwater was calculated, to estimate the possibility 

of CaCO3 precipitation. Calculations are based on equation (14) where IAP is the ion activity 

product [mol2 L−2] and K is the solubility product [mol2 L−2]. For the calculations, the software 

Visual MINTEQ (Gustafsson 2020) was used. 

SI =  log (  
IAP

K
) (14) 

The headspace equilibration is a common method based on Henry’s law, where gas 

concentrations of CO2 and CH4 in the water are calculated from partial pressures in the 

headspace (UNESCO/IHA 2010). The concentration of the gas in the water samples is 

calculated according to equation (15), where c is the concentration [µmol L−1], ntot is the amount 

of CO2 [µmol] and Vw is the volume of the water sample [L]. 

c = 
ntot

Vw
 (15) 
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with  

ntot = ng+ nw - nh (16) 

Equation (16) was used to calculate ntot, where ng is the amount of CO2 in the gas space, nw is 

the amount of CO2 in the water and nh is the background amount of CO2 that was introduced 

by adding the headspace gas.  

To calculate ng [µmol], equation (9) was applied. The same equation (Eq. 9) was used for nh 

with the difference that the measured CO2 concentration of the headspace gas was used. Further, 

nw (Eq. 17) was calculated with the help of the Bunsen coefficient (α) (Eq. 18), where H is the 

Henry coefficient for the equilibration temperature [mol L−1 atm−1] provided by Sander (2015). 

All calculations are based on UNESCO/IHA (2010). 

nw = 
p × α ×Vw

R × T
 (17) 

with 

α = H × R × T (18) 

Considering that CO2 is in equilibrium with other carbonate species in the water, the application 

of Henry’s law is not sufficient to estimate the CO2 concentrations. Therefore, a correction of 

the CO2 concentration as described in Koschorreck et al. (2020) was applied. 

Just as the potential respiration was estimated, a proxy for the potential of CO2 degassing from 

the groundwater is provided by an estimation of the potential groundwater evaporation. This is 

based on the assumption of simultaneous transport of water and gas through the unsaturated 

zone. Because surface run-off was not observed, and soil moisture was considerably low, where 

high CO2 fluxes were measured, complete evaporation of the amount of water that reaches the 

sediment-atmosphere interphase was assumed. To estimate if the outgassing CO2 from the 

groundwater could cover the measured fluxes, the measured DIC was used to calculate the 

amount of groundwater that would need to reach the sediment-atmosphere interphase. Further, 

this leads to the question, how much groundwater would need to evaporate to cover the 

measured (minimum, maximum and average) CO2 fluxes. Therefore, it was assumed that 

dissolved CO2 in groundwater is the only CO2 source of the CO2 emissions at the study site. 

For further calculations, it needs to be considered that CO2 is part of the carbonate equilibrium 
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and is therefore affecting other carbonate species during the process of outgassing. Each 

molecule of CO2 outgassing causes one molecule of carbonate precipitation, to re-equilibrate 

with the atmosphere (Eq. 19) (Sigg and Stumm 2016). Thus, it was assumed that half of the 

DIC is outgassing as CO2 and the other half is precipitating as CaCO3. 

2× HCO 3
-  + Ca 2+ = CO2 (g) + CaCO3 (s) + H

2
O (19) 

Based on that, the potential groundwater evaporation EGW [L m−2 d−1] is calculated by the 

equation (20), with the CO2 flux (F) [mgC m−2 d−1] and DIC [mg L−1]. 

EGW = 
F

DIC
2⁄
 (20) 

2.4.5 Stable carbon isotopes (δ13C) 

The δ13CO2 signatures [‰] from the discrete gas samples were plotted against the reciprocal of 

the CO2 concentration [1 ppm−1] and a linear regression model was fitted 

(see Appendix Fig. A3). These so-called Keeling plots were visually checked for linearity. The 

isotopic signal of the sediment flux can be calculated as the y-intercept of the linear regression 

and is based on the steady-state assumption and that both source and background δ13CO2 

signatures remain constant over the measurement period (Keeling 1958). Additionally, the 

isotopic signal of the sediment flux was corrected (Fcor) for the theoretical diffusive 

fractionation of −4.4 ‰ as described in Cerling et al. (1991). All δ13C isotope flux and the 

endmembers signatures were summarized, respectively and tested with Kruskal-Wallice test 

and Dunn’s posthoc test whether samples originate from the sample distribution and if groups 

differ significantly from each other. 

2.5 Data analysis 

2.5.1 Fluxes and environmental variables 

Firstly, the CO2 flux data sets from manual and automatic measurements were visually checked 

for normality with the Q-Q-plot. The CO2 fluxes from the manual measurements were 

summarized by date and tested with univariate ANOVA and posthoc paired t-test whether 

samples originate from the sample distribution and if groups differ significantly from each 

other. Additionally, the data were summarized by distance to the river and tested with a one-

sample t-test to determine if measured fluxes differentiate significantly from zero. 
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The spatial and temporal patterns of the measured CO2 fluxes and environmental variables at 

the study site were analyzed to identify relations between the environmental variables and the 

CO2 flux. The Spearman rank correlation was used to determine if relationships can be found 

between environmental variables and the CO2 flux, and to identify the strength and direction of 

these relations (Leyer and Wesche 2007). Additionally, representative periods and single days 

were selected from automatic measurements to analyze patterns, hidden by the temporal 

variability of the data. Therefore, cross-correlation was applied to identify time lags. The 

measured environmental variables of soil temperature, soil moisture, thickness of the 

unsaturated zone, organic matter content and precipitation were used for correlation analysis. 

The precipitation data was provided by the DWD weather station in Magdeburg (Deutscher 

Wetterdienst 2020), ~ 15 km linear distance to the study site and was accessible through the R 

package rdwd (Boessenkool 2020). Moreover, water level data was used to determine a proxy 

of the unsaturated zone if not measured and was available from the LHW Sachsen-Anhalt 

(LHW 2020), measured at 327 km, ~ 13 km downstream of the study side. The additional data 

was averaged over 1 hour. The soil moisture data of the automatic measurements showed high 

heterogeneity with a high error [%] compared to the analysis of the sediment samples (Fig. 4), 

suggesting that the data does not display the real heterogeneity at the study site but rather 

showing differences in calibration. Therefore, the soil moisture data from the automatic 

measurements were excluded from further analysis.  

To apply simple linear regression models and linear mixed models (lmm) assumptions of 

normality and homoscedasticity were visually checked with diagnostic plots, including 

residuals vs. fitted and Q-Q-plot. Lmm were applied to predict the influence of the 

environmental variables on the CO2 flux at the study site, for variables where a linear 

relationship with the CO2 flux was presumed.  
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Figure 4: Estimated error of soil moisture from automatic measurements compared to soil moisture determined in 

the laboratory. The different shades of grey indicate the three different automatic chambers (C1, C2 and C3) that 

were used for measurements.  
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3 Results 

3.1 Site characteristics 

3.1.1 Fluxes from dry river sediments  

The CO2 fluxes measured from desiccated sediment at the river Elbe ranged from −120 to 

1135 mmol m−2 d−1 with a mean (± SD) of 148 (± 155) mmol m−2 d−1. It was observed that the 

CO2 fluxes from the manual measurements were lower and covered a smaller range than the 

CO2 fluxes from the automatic measurements (Tab. 2). Differences between dark and light CO2 

flux measurements appeared only occasionally and in a negligible range. Furthermore, CH4 

fluxes were rarely measured with a comparable low mean of 0.4 (± 0.8) (Tab. 1), while fluxes 

of N2O were not observed, because N2O concentrations were under the detection limit. 

Table 2: Summary of measured CO2 and CH4 fluxes [mmol m−2 d−1], from manual and automatic measurements 

at the study site. 

Measurements Gas n Min. Max. Mean SD Median 

All CO2 3224 -120 1135 148 155 98 

Manual CO2 96 -28 219 82 63 87 

Manual CH4 22 -0.5 3.4 0.4 0.8 0.3 

Automatic CO2 3128 -120 1135 149 155 98 

 

In general, the CO2 fluxes showed temporal and spatial heterogeneity for both measurement 

types. In Figure 5, a diurnal pattern of the CO2 fluxes and high temporal variability between the 

measurement days could be observed during the automatic measurements. Additionally, 

generally higher CO2 fluxes were noticeable for the automatic measurements, when chambers 

were positioned at a greater distance to the river (e.g. position 85) indicating spatial differences. 

Moreover, negative fluxes were observed over all positions of the automatic measurements 

(Fig. 5).  

Temporal variability between different measurement days was also observed for the manual 

measurements. However, measured data from each measurement day did not significantly differ 

from each other (Fig. 6) (ANOVA: Df = 5, F = 3.4, p = 0.006). Furthermore, a spatial pattern 

of increased fluxes with increasing distance to the river was observable for the manual 

measurements (Fig. 6). The manual measured CO2 fluxes directly at the river up to a one-meter 

distance to the river did not significantly differ from zero. From a two-meter distance to the 

river, the CO2 fluxes increased visible and differed significantly from zero. Additionally, 

negative fluxes were observed, primarily in < 3 m distance to the river (Fig. 6).  
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Figure 5: The CO2 fluxes from automatic measurements. The color indicates the position of the automatic chamber 

over gauge zero [cm]. The measured fluxes are visualized by points. The line represents the smoothing of the data 

with SD. It should be noted that only in May the automatic chambers were placed 95 cm over gauge zero. 

 

 

Figure 6: The CO2 fluxes from manual measurements. On the left, CO2 fluxes are summarized by date and tested 

with univariate ANOVA with a paired t-posthoc test. On the right, CO2 fluxes are summarized by distance to the 

river and tested with a one-sample t-test, to determine if fluxes significantly differ from zero. 
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3.1.2 Hydrology 

The hydraulic conductivity at the study site was high, varying between 9.59×10−5 

and 4.87×10 −4 m s−1 in a depth between 50 – 90 cm, which can be considered as a typical range 

for middle or silty sand. A hydraulic gradient was almost not observable. Only on the 2nd of 

September, a gradient towards the river was noticeable (hg = 0.08). The measured δ18O and δ2H 

signatures (see Appendix Tab. A1) of the groundwater did not show a significant difference 

between the piezometer nor between groundwater and surface water (δ2H = −57 (± 1.0) ‰, 

δ18O = −7.8 (± 0.1) ‰). Nevertheless, stable water isotope ratios at the study site were less 

negative compared to the far distant groundwater wells (δ2H = −62 (± 2.6) ‰, 

δ18O = −8.7 (± 0.4) ‰).  

3.2 The main source of CO2 emissions  

3.2.1 Potential of microbial respiration  

 

Figure 7: The calculated CO2 fluxes from incubation experiments (black) compare to CO2 fluxes measured in the 

field (grey), in August (square) and in September (circle). It should be noted that fluxes calculated from the 

incubation experiment are based on the assumption that the production of CO2 is uniform over the unsaturated 

zone. 

The potential CO2 emissions from microbial respiration were estimated with incubation 

experiments in August and September to determine, whether microbial respiration from the 

sediment can cover the measured CO2 fluxes in the field.  
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Figure 8: The temperature response of dry river sediment from Incubation experiment, incubated at 4, 12, 19, 28 

and 34 °C. The left axis shows the production rate, while the right axis shows the CO2 fluxes. It should be noted 

that calculations of CO2 production rates and fluxes are based on the assumption that the production of CO2 is 

uniform over the unsaturated zone. 

The production rate of the incubation was higher in September with 0.9 (± 0.45) µmol g−1 d−1 

than in August with 0.64 (± 0.22) µmol g−1 d−1 but did not significantly differ from each other 

(Wilcoxon rank-sum test: W = 66, p-value = 0.171). 

In general, the estimated ex-situ fluxes (Lab) covered the measured in-situ fluxes (Field) and in 

some instances were even a magnitude higher (Fig. 7). However, it should be noted that air 

temperature during the field measurements covered a wider range than the incubation 

temperature, at 19.5 °C and that the flux calculations from the incubation experiments are based 

on the assumption that production of CO2 is uniform over the unsaturated zone. 

Furthermore, an additional incubation experiment revealed a recognizable increase of the CO2 

production rate, with increasing temperature. The observed temperature response of the CO2 

production in the river sediment appeared to be exponential (Fig. 8). Based on this, the Q10 

value of 2.5 was estimated over a temperature range of 19 to 28 °C, a range also observed in 

the field. The activation energy from the incubation experiment was additionally estimated with 

a value of 0.7 eV. 

3.2.2 Potential of groundwater evaporation 

To estimate whether degassing CO2 from the groundwater has an influence on the CO2 

emissions at the study site, potential evaporation rates of groundwater that would be necessary 

to cover the measured CO2 fluxes were estimated. The DIC concentrations in the groundwater 
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ranged between 23.4 to 70.4 mg L−1 and were slightly higher in September 

(see Appendix Tab. A3). The groundwater evaporation that would be needed to cover the 

minimum, average and maximum CO2 flux, measured in August and September, was estimated 

respectively and presented in Table 3. Due to differences in DIC content, estimated evaporation 

rates differed between August and September. Generally, it can be observed that compared to 

potential evaporation rates (Epot) from 2010 (LAU 2021), potential groundwater evaporation 

rates (EGW) that would be needed to cover maximum CO2 fluxes at the study site are 

high (Tab. 3). 

Table 3: The estimates of potential groundwater evaporation (EGW) to cover the minimum (Min.), average (Mean) 

and maximum (Max.) CO2 fluxes at the study site. For comparability, the potential evaporation rates (Epot) from 

Magdeburg in 2010 provided by LAU (2021) are presented. 

Date 

 

Min. EGW 

[L m−2 d−1] 

Mean EGW 

[L m−2 d−1] 

Max. EGW 

[L m−2 d−1] 

Epot 

[L m−2 d−1] 

2020-08-04 0 42 89 3.4 

2020-09-23 2 28 64 2.3 

 

 

3.2.3 Stable carbon isotope signatures (δ13C) 

 

Figure 9: The mean (± SD) δ13C signatures at the study site for each measurement day. Showing the CO2 flux 

signatures (Flux), the δ13DIC signatures from the river Elbe (EW), the δ13DIC signatures from the groundwater 

(GW) and the δ13C signatures from the organic matter of the saturated (OM_sat) and unsaturated (OM) zone.  
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The results of the Keeling plot approach showed δ13C signatures of the diffusive CO2 flux from 

dry river sediments (Flux) of −11.3 ‰ in August, −15.7 ‰ and −12.9 ‰ in September (Fig. 9). 

Compared to the measured endmembers, the CO2 flux δ13C signatures estimated from the 

Keeling plots were the heaviest at the study site. Correcting the CO2 flux δ13C signatures by the 

theoretical diffusive fractionation of −4.4 ‰ (Flux_cor), resulted in even heavier δ13C 

signatures (Fig. 9). The δ13C signatures of the river water DIC were likewise comparable heavy, 

with −18.6 ‰ in August, −16.5 ‰ and −16.4 ‰ in September (Fig. 9). Moreover, δ13DIC 

signatures of the groundwater were similar between the piezometers, regardless of the 

increasing distance to the river, varying around a mean (± SD) of – 22.9 ‰ (± 0.8) and did not 

significantly differ from the δ13DIC signatures of the river water (Dunn’s posthoc test: p = 1.00). 

The sediment organic matter δ13C signatures were the lightest endmembers at the study site 

with a mean (± SD) of −26.9 ‰ (± 0.8). Thereby, differences between saturated and unsaturated 

sediment were not significant (Fig. 10) (Dunn’s posthoc test: p = 1.00). Generally, the Kruskal-

Wallice test with Dunn’s posthoc test showed that only sediment organic matter δ13C signatures 

differed significantly from the δ13CO2 flux signatures (Fig. 10) (see Appendix Tab. A5) 

(Kruskal-Wallice test: Chi-squared = 57.29, df = 6, p-value = 1.60×10−5). 

 

 

Figure 10: The δ13C signatures at the study site, all measurements summarized by boxplots. Showing the CO2
 flux 

signatures corrected for diffusive fractionation (Flux_cor), the CO2 flux signatures (Flux), the δ13DIC signatures 

from the river Elbe (EW), the δ13DIC signatures from the groundwater (GW), and the δ13C signatures from the 

organic matter of the saturated (OM_sat) and unsaturated (OM) zone. The letters indicate results from the Kruscal-

Wallice test with Dunn’s posthoc test, showing that only OM significantly differs from the δ13CO2 flux signatures. 

 

a b 
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3.2.4 Radon (222Rn) 

The 222Rn concentration in the groundwater was 6090 (± 418) Bq m−3 in August and 

6650 (± 436) Bq m−3 in September. Although, the more distant groundwater in the flood plain 

covered with 8470 (± 491) Bq m−3 and 5040 (± 387) Bq m−3 a wider range, the concentrations 

were similarly high compared to the 222Rn concentrations of the groundwater at the study site. 

The 222Rn concentrations in the river were much lower with 327(± 109) Bq m−3 in August and 

532 (± 135) Bq m-3 in September. The chamber measurements of 222Rn indicated higher 222Rn 

emissions from the sediment in September compared to emissions in August (Tab. 4). In August 

the measured 222Rn fluxes were similar, regardless of the distance to the river or the CO2 flux. 

In September however, it was observed that the 222Rn flux was higher with a greater distance 

to the river, where high CO2 fluxes were measured (Tab. 4).  

Table 4: The 222Rn fluxes at the study site with distance to the river, in August and September. For comparison, 

the mean (± SD) CO2 fluxes are also provided. 

Date  Distance to river [m] 
222Rn flux 

[Bq m-2 d-1] 

CO2 flux 

[mmol m-2 d-1] 

2020-08-05 1 64.51 18 (± 20) 

2020-08-05 3 62.92 110 (± 31) 

2020-09-23 1 174.30 7 (± 41) 

2020-09-23 4 205.42 169 (± 36) 
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3.3 Influence of environmental variables on the CO2 flux 

3.3.1 Automatic measurements 

 

 
Figure 11: The CO2 fluxes (F) and the environmental variables: Soil temperature (Tsoil), soil moisture 

(Msoil), Precipitation (Precip) and thickness of the unsaturated zone (UZ) from automatic measurements. 

The CO2 fluxes and environmental variables during a representative period in June (top) with the 2nd of June 

highlighted in grey. The CO2 flux and environmental variables with observed diurnal pattern, on the 2nd of 

June (bottom). 
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During the automatic measurements, the measured soil temperature and soil moisture showed 

a diurnal pattern over the measurement period, similar to the CO2 fluxes. While temperature 

and CO2 flux amplitudes were occasionally quite high, diurnal changes of soil moisture were 

usually in a range of 0 – 3 vol%, if no heavy precipitation event occurred. It was observed that 

CO2 fluxes usually reached their maximum when soil moisture was at its daily minimum and 

soil temperature at its daily maximum. Recurrently, a slight temporal offset of this pattern was 

observable (Fig. 11). Moreover, data of soil moisture, temperature and the CO2 fluxes showed 

irregularities of the diurnal pattern, especially during heavy events of precipitation. During and 

after precipitation the amplitudes of soil moisture and temperature were smaller, and an increase 

of soil moisture was observed, while soil temperature decreased. A decrease of the CO2 flux 

was also noticeable, along with less pronounced daily amplitudes (Fig. 11). Not only 

precipitation but also the unsaturated zone seemed to influence soil moisture and the CO2 flux, 

even though a diurnal pattern was not observed (Fig. 11 & Tab. 5). However, changes of the 

unsaturated zone were in a comparatively small range and cannot explain the diurnal pattern of 

CO2 fluxes. 

Although, all these relationships were observed variability of the automatically measured data 

was comparable high, resulting in weak relationships between flux and environmental 

variables (Tab. 5). However, it can be observed that diurnal environmental variables like soil 

moisture and temperature shape the diurnal pattern of the CO2 emissions (Fig. 11). Indeed, 

patterns became clearer when looking at days separately. While soil moisture showed 

occasionally a negative linear relationship with the CO2 flux, it should be considered that the 

soil moisture data from automatic measurements strongly differed from the reference soil 

moisture determined in the laboratory (Fig. 4 & see Appendix Fig. A10). Changes in the 

thickness of the unsaturated zone were in a small range and showed no consistent trend, when 

looking at the days separately, even though the correlation with the flux was comparable high 

(Tab. 5 & see Appendix Fig. A9). 

Table 5: The Spearman correlation coefficients of automatically measured data, with the CO2 fluxes (F) and the 

environmental variables: Soil temperature (Tsoil), soil moisture (Msoil), precipitation (Precip) and thickness of 

the unsaturated zone (UZ). The * indicates the significance (p < 0.05) of the correlation. 

 F Msoil Tsoil UZ Precip 

F 1      

Msoil -0.19 * 1    

Tsoil 0.19 * 0.01 1   

UZ 0.31 * -0.34 * -0.15 * 1  

Precip -0.12 * 0.02 -0.03 0.08 * 1  
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Figure 12: The temperature response of CO2 fluxes over the measurement period (left) and on the 2nd of June 

(right). The colors represent the hour of the day. 

 

The soil temperature however seemed to influence the CO2 flux and a consistent pattern was 

observed (Fig. 12 & see Appendix Fig. A7 & A8). Having a closer look at a daily course of the 

relationship between temperature and CO2 flux revealed an exponential increase of the CO2 

flux with increasing temperature. However, cooling during the night did not seem to decrease 

CO2 flux exponentially, which leads to an observable hysteresis over the day (Fig. 12). This 

pattern was observed during several days over the measurement period, in June and August 

when production rates were comparable high (see Appendix Fig. A7 & A8). Occasionally, time 

lags up to 3 h were observed between CO2 flux and soil temperature. Supporting the general 

observation of temperature response of the CO2 fluxes, the incubation experiment in the 

laboratory revealed a comparable exponential increase of the CO2 production rate from the river 

sediments with increasing temperature (Fig. 8 & Fig. 12). Additionally, the temperature 

response was shown by the Q10 value which lies at 2.5 over the temperature range of 19 − 28 °C 

based on the data from the incubation experiments, and at 3.1 over a comparable temperature 

range of 20 − 30 °C based on the automatic measurements. While Q10 values differ slightly, 

the activation energy estimated from automatic measurements on June 2nd was with 0.7 eV 

identical to the calculated activation energy from the incubation experiment (see section 3.2.1).   
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3.3.2 Manual measurements 

 

 

Figure 13: The environmental variables, soil moisture (Msoil), soil temperature (Tsoil) and thickness of the 

unsaturated zone (UZ) from the manual measurements, with distance to the river. The colors represent different 

measurement days. 

 

Table 6: The results of soil moisture (θ), loss on ignition (LOI) and bulk density (bd) from soil sample analysis. 

The soil samples were taken in August and September (Date) at the sites of the automatic measurements and the 

manual measurements (Measurement). For the manual measurements, the soil samples were taken at different 

distances to the river. 

Date Measurement 
Distance to 

river [m] 
θ [vol%] LOI [%] bd [g cm-3] 

2020-08-04 manual 1 30 0.78 1.68 

2020-08-04 manual 2 13 0.39 1.37 

2020-08-04 manual 3 25 1.11 1.35 

2020-08-04 manual 4 13 0.94 1.37 

2020-08-04 automatic - 43 6.56 1.40 

2020-09-23 manual 1 29 0.85 1.46 

2020-09-23 manual 2,5 26 0.97 1.43 

2020-09-23 manual 4 9 0.52 1.36 

2020-09-23 automatic - 41 6.07 1.08 
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During manual measurements, no diurnal pattern was observed due to the discrete nature of the 

measurements, repeated maximal two or three times over a measurement day. Additionally, 

manual measurements took place along a transect. For this reason, the manually measured data 

rather covered the spatial variability than the temporal variability. The changes of soil 

temperature during manual measurements were compared to automatic measurements small 

over a measurement day and rather differed between the measurements (Fig. 13). Therefore, 

the correlation of temperature with the CO2 flux was low and no relation between temperature 

and CO2 flux was observable (Tab. 7). The organic matter content, described by the LOI, was 

generally low and a pronounced pattern of changes in organic matter with space or time was 

not observed, nor a relation between CO2 flux and LOI (Tab. 6 & Tab. 7). The same applied to 

bulk density (Tab. 6). 

Compared to the automatic measurements, the manually measured data of soil moisture were 

in a comparable range as the soil moisture content estimated in the laboratory 

(Tab. 6 & Fig. 13). Additionally, changes in the thickness of the unsaturated zone were more 

pronounced during manual measurements. The measured environmental variables of soil 

moisture and thickness of the unsaturated zone, and the CO2 flux showed a similar pattern over 

all measurements. The soil moisture was decreasing linearly with the distance to the river, while 

the thickness of the unsaturated zone was increasing linearly with distance to the river along 

the hillslope at the study site (Fig. 13). Hence, high correlations were observed between soil 

moisture, the thickness of the unsaturated zone and the CO2 flux, possibly indicating a causal 

relation (Fig. 14 & Tab. 7). Furthermore, it was observed that the relationship between the CO2 

fluxes and the environmental variables soil moisture and thickness of the unsaturated zone was 

linear, for the manual measurements (Fig. 14). Hence, linear mixed models (lmm) were applied 

to achieve improved prediction of the CO2 flux. 

 

Table 7: The Spearman correlation coefficients of manually measured data, with the CO2 fluxes (F) and the 

environmental variables: Soil temperature (Tsoil), soil moisture (Msoil), thickness of the unsaturated zone (UZ) 

and loss on ignition (LOI). The * indicates the significance (p < 0.05) of the correlation. 

 F Msoil Tsoil UZ LOI 

F 1      
Msoil -0.74 * 1    
Tsoil 0.18 -0.10 1   
UZ 0.79 * -0.71 * 0.17 1  
LOI 0.09 -0.32 0.57 * 0.26 1 
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Including time as a random effect, resulted in a comparable small improvement of the model, 

indicating low temporal variability of the manually measured data (Tab. 8). Nevertheless, it 

could be shown that moisture and thickness of the unsaturated zone were reasonably good 

predictors for the CO2 flux at the study site (Tab. 8 & Fig. 14). Assuming that CO2 production 

is uniform over the unsaturated zone, the model suggested that the CO2 flux increased by 

~3 (± 0.5) mmol m−2 d−1 per one-centimeter increase of the unsaturated zone, with an intercept 

at ~7.5 (± 16) mmol m−2 d−1 describing the CO2 flux, where the thickness unsaturated zone 

equals zero.  

 

Table 8: The results from lmm with the measurement date as a random effect. The explained variability is described 

by R2 marginal for the fixed effects only and by R2 conditional describing the variability including fixed and 

random effects. The lmm were fitted for the environmental variables (Fixed), where a linear relations ship was 

presumed. 

  

Measurement Fixed  Random  
Intercept 

(± SD) 

Slope 

(± SD) 

R2 

marginal 

R2  

conditional 

manual UZ Date 7.5 (16) 3 (0.5) 0.52 0.57 

manual Msoil Date 161.2 (9.2) -4 (0.3) 0.59 0.64 

Figure 14: Relationship between CO2 fluxes and the environmental variables soil moisture (Msoil) and thickness 

of the unsaturated zone (UZ) from manual measurements over the measurement period. The linear model (grey 

line) of CO2 fluxes and environmental variables is presented with SD.  
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4 Discussion 

The measured CO2 emissions from dry sediment at the river Elbe 

(mean (± SD) = 148 (± 155) mmol m−2 d−1, median = 98 mmol m−2 d−1) are in accordance with 

global estimates of CO2 emissions from desiccated sediments 

(mean (± SD) = 186 (± 326) mmol m−2 d−1, median = 93 mmol m−2 d−1) (Keller et al. 2020). 

The manually measured CO2 fluxes are generally lower but comparable to CO2 fluxes manually 

measured during the millennium drought in 2018 at the river Elbe (Mallast et al. 2020). The 

CO2 fluxes from the automatic measurements show a greater variance and a higher mean, which 

is likely to derive from the higher temporal dynamics that were covered during automatic 

measurements. 

4.1 The main source of CO2 emissions  

The sandy and therefore coarse texture of the unsaturated zone of the river sediments at the 

study site results in high water infiltration, evaporation and gas fluxes (Blume et al. 2016; Arce 

et al. 2019). Hence, it becomes likely that groundwater-borne CO2 degasses where groundwater 

discharge hotpots are formed or where the groundwater level is close to the sediment surface 

(Macklin et al. 2014; Wood and Hyndman 2017; Mallast et al. 2020). Spatial dependence of 

high CO2 fluxes close to the river was found by Mallast et al. (2020) during the millennium 

drought in 2018, suggesting degassing of groundwater-borne CO2 close to the river, which 

attributes to the CO2 emissions. This mechanism depends on the delayed response of the 

groundwater level to drought and the formation of a groundwater flow gradient towards the 

river (Peters et al. 2006; Tweed et al. 2009). Yet, a groundwater gradient was not observable at 

the study site, during periods of desiccation. Apart from this, increased fluxes with distance to 

the river were observed contrasting with the observations from Mallast et al. (2020) and the 

expectation that CO2 derives from groundwater discharge hotspots close to the river. A spatial 

pattern of increased CO2 emissions with distance to the river was also reported by Machado dos 

Santos Pinto et al. (2020) during periods of desiccation and is interpreted as differences in 

microbial activity and communities (Marxsen et al. 2010). Supporting this, results from the 

incubation experiments suggest that microbial respiration takes place at the study site. The 

production rates cover the magnitude of the fluxes measured in the field and are occasionally 

even higher. The bias is likely to be introduced by the sampling procedure of the incubations, 

causing changes in bulk density, aeration and “wall effects” which lead to altered gas fluxes 

during the laboratory experiment (Pell et al. 2005). In addition to that, the assumption that the 

production of CO2 is uniform over the sediment column of the unsaturated zone might also lead 
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to an overestimation of the CO2 fluxes. Higher production rates in September might be caused 

by the same effects, but might also derive from spatial and temporal heterogeneity of the 

sediment at the sampling site (Pell et al. 2005).  

In soils, fluxes of heat, soil gas and water are interactive phenomena (Ouyang and Zheng 2000). 

Besides the observed gas fluxes, several observations e.g. diurnal pattern of soil moisture and 

a positive shift of water isotopes at the study site compared to the distant groundwater, suggest 

that evaporation takes place at the study site (Jackson 1973; Allison and Barnes 1983). 

Furthermore, shallow groundwater is likely to affect soil moisture and evaporation (Chen and 

Hu 2004). Based on this the amount of groundwater that would need to reach the sediment-

atmosphere interphase and evaporate, to cover the measured CO2 flux by degassing of 

groundwater-borne CO2, was estimated. Modeled potential evaporation for Magdeburg show 

evaporation rates not significantly higher than 5 mm d−1 (LAU 2021), while estimates in this 

study suggest that 10 to 20 times higher evaporation rates would be needed if the CO2 is entirely 

groundwater-born. Compared to the modeled potential evaporation these estimations provide 

maximum estimates of evaporation rates, due to simplification and assumptions. Nevertheless, 

the estimates are high for central Europe where evapotranspiration lies in a range of 250 to 

500 mm yr−1 (Fohrer et al. 2016). Consequently, groundwater-born CO2 might not be the main 

source of the CO2 emissions, supporting previous results from incubation experiments.  

Stable isotope composition and mixing models (Keeling plots) were applied to get further 

insights of sources and cycling of carbon at the study site (e.g. Keeling 1958; Cerling et al. 

1991; Bowling et al. 2008) and yet show inconclusive results. Signatures of the CO2 flux 

estimated with Keeling plots are the heaviest δ13C signatures at the study site and differ 

significantly from the δ13C signatures of the organic matter. However, the river and 

groundwater DIC signatures do not differ significantly from the CO2 flux, which might indicate 

an influence of river and groundwater DIC on the CO2 emissions. The DIC of open freshwater 

bodies is influenced by groundwater input, processes within rivers such as respiration and 

photosynthesis and equilibration with the atmosphere. Compared to the other endmember’s the 

river δ13DIC is enriched in 13C, which can be caused by processes like photosynthesis and 

equilibration processes with the atmosphere, which are known to preferentially select lighter 

carbon, leading to enrichment of the remaining DIC (Yang et al. 1996; Doctor et al. 2008; 

Brunet et al. 2009). In contrast to that, groundwater δ13DIC signature is depleted in 13C. 

Compared to the river DIC, the groundwater DIC derives from microbial respiration in the 

sediment and dissolution of carbonate minerals (Schulte et al. 2011; Deirmendjian and Abril 

2018). The comparable light groundwater δ13DIC values might indicate that respired CO2 from 
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the soil is the main source of the groundwater DIC (Schulte et al. 2011; Alemayehu et al. 2011). 

However, δ13DIC in groundwater is likely to be influenced by diffusion and dissolution 

processes (Cerling et al. 1991; Alemayehu et al. 2011). The δ13C sediment signatures are 

comparable to soil organic matter where the C3 photosynthetic pathway plays a major role 

(Cerling et al. 1991; O'Leary 1981). Respired soil CO2 is likely to show similar δ13C signatures 

as the soil organic matter (Peterson and Fry 1987; Cerling et al. 1991; Šantrůčková et al. 2000). 

The results of the Keeling plots however revealed CO2 flux δ13C signatures that are isotopic 

heavier than δ13C signatures of the measured endmembers. Correcting for diffusive 

fractionation, based on Cerling et al. (1991), additionally increased the differences between flux 

and endmember δ13C signatures. Therefore, the results of δ13C signatures are not practicable to 

determine the CO2 source at the study site. Supporting this, Nickerson and Risk (2009a, 2009b) 

showed that in diffusive environments assumptions of steady-state and linearity of Keeling plots 

are often violated. This leads to a misapplication of Keeling plots, which are based on linear 

regression, to non-linear mixing data. Consequently, this misapplication results in significant 

errors, more precisely a positive shift of the estimated CO2
 flux δ13C signatures. The errors due 

to non-linearity depend on chamber height, soil characteristics and diffusive fractionation, and 

are likely to increase with increasing measurement time (Nickerson and Risk 2009a). 

Additionally, Risk and Kellman (2008) showed that diffusive fractionation during chamber 

measurements depends on concentration gradients and diffusivity and is therefore unlikely to 

be equivalent to the theoretical fractionation of − 4.4 ‰ as described in Cerling et al. (1991). 

Moreover, fractionation and mixing effects due to water sampling technique of river and 

groundwater based on headspace equilibration might also lead to biased δ13DIC signatures of 

the endmembers. To achieve unbiased information about the δ13C source signature corrections 

for non-linearity should be applied, diffusive fractionation needs to be analyzed in detail, 

unbiased river and groundwater δ13DIC signatures need to be provided and a greater number of 

replicates should be taken in the field. 

Since 222Rn is not affected by biological processes but moves by the same mass flow and 

diffusion pathways that transport other soil gases, 222Rn was used as a tracer for groundwater-

borne CO2 (Megonigal et al. 2020). The 222Rn concentrations were significantly higher in 

groundwater and distant groundwater compared to the 222Rn concentrations in the river, 

suggesting that the groundwater is likely to be a 222Rn source (Genereux et al. 1993; Cook and 

Herczeg 2000). Additionally, soil emissions of 222Rn were observed at the study site, suggesting 

diffusive or advective escape of 222Rn from groundwater or soil gas into the atmosphere 

(Barbosa et al. 2010). Since 222Rn moves by the same mass flow as CO2 (Megonigal et al. 2020), 
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the expectation was that 222Rn fluxes show the same spatial dependence as CO2 fluxes if 

groundwater-borne CO2 was the main source of the CO2 emissions. Yet, in August sediment 

fluxes of 222Rn are, in contrast to CO2 fluxes, similar at each plot indicating uniform soil gas 

emissions over the whole study site, when CO2 production by biological processes is 

disregarded. Observed 222Rn fluxes in September however are higher where CO2 fluxes are also 

high, suggesting that there is a temporal variability at the study site and that degassing 

groundwater is likely to increase the CO2 emissions in September. To quantify if the 

groundwater degassing is significantly increasing the CO2 flux is difficult since 222Rn emissions 

from sandy substrate are low and the variability of the measured 222Rn data high (Washington 

and Rose 1990). Additionally, the 222Rn production of the unsaturated zone should be 

considered for quantification of the 222Rn flux from the groundwater to estimate potential 

mixing effects (Schubert et al. 2020). Moreover, more replicates of 222Rn flux measurements 

are recommended to get robust data, even though 222Rn measurements were characterized by 

high variability.  

While δ13C results are biased and to be used with caution, 222Rn flux measurements suggest that 

at least in September degassing CO2 from the groundwater contributes to the CO2 emissions. 

Yet, CO2 fluxes in August are similar high. In combination with the missing groundwater 

gradient and high production rates from incubation experiments, these results suggest that 

microbial respiration is likely to be the main source of the CO2 emissions and that degassing 

from the groundwater plays a minor role, regarding the CO2 emissions at the study site. A visual 

overview of these mechanisms is provided by Figure 15. 

4.2 Influence of environmental variables on the CO2 flux 

Supporting hypothesis II) the organic matter content at the study site is generally low and does 

not seem to be a good predictor for the CO2 fluxes. Microbial respiration is well-known to be 

controlled by organic matter availability (Marcé et al. 2019). Dry river sediments, however, 

contain generally lower, but therefore labile organic matter content, leading to high microbial 

activity even though organic matter quantity is low. Especially, in the first phase of drying 

autochthonous material from the previous flowing phase (e.g. biofilms and macrophytes) 

provides labile organic matter of high nutrient quality (Ylla et al. 2010; Gómez-Gener et al. 

2016; Arce et al. 2019). Moreover, organic matter and nutrients are patchily distributed in dry 

river sediments as a result of downstream transport and deposition (Boix-Fayos et al. 2015; 

Stacy et al. 2015), which might lead to the measured spatial and temporal difference in organic 

matter content. 
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Mechanisms of sediment moisture controlling the CO2 flux are complex. Increased sediment 

moisture can lead to increased solute transport and stimulation of microbial respiration on the 

one hand and limitation of gas diffusivity in the sediment on the other hand (Manzoni et al. 

2012; Moyano et al. 2013; Gómez-Gener et al. 2016; Weise et al. 2016). The sediment moisture 

content at the study site is mainly controlled by sediment characteristics, evaporation, events of 

precipitation, rapid changes in water level and rise of groundwater (Chen and Hu 2004; Legates 

et al. 2011). A high correlation of decreasing soil moisture and increasing thickness of the 

unsaturated zone was observed, possibly indicating a causal relationship between soil moisture 

and thickness of the unsaturated zone (Chen and Hu 2004). Indeed, soil moisture and thickness 

of the unsaturated zone seem to be equally good predictors for CO2 flux at the study site, 

indicating that an increased unsaturated zone and therefore dryer conditions lead to enhanced 

CO2 emissions. Drying increases the air-filled pore space in the unsaturated zone which makes 

physical trapping of gases less likely and leads to enhanced aerobic respiration due to increased 

oxygen availability over the sediment column (Reverey et al. 2016; Machado dos Santos Pinto 

et al. 2020). The often-described effect of drought, reducing microbial activity due to substantial 

impacts on microbial physiology, was not observed at the study site. This implies that drying 

was not severe enough to affect the microbial activity, and suggests successive steps of drying 

with depth and time or rewetting by rise of groundwater, maintaining sufficient moisture 

content over the sediment column (Chen and Hu 2004; Marxsen et al. 2010; Manzoni et al. 

2014; Weise et al. 2016). Altogether, the dependence of the CO2 flux, increased unsaturated 

zone and drying, suggests that aerobic microbial respiration is likely to attribute to CO2 

emissions at the study site. 

In general, the thickness of the unsaturated zone proofed to be a reasonably good predictor for 

CO2 fluxes at the study site, suggesting that an increased unsaturated zone leads to increased 

microbial respiration and therefore higher CO2 fluxes. As a first approach to quantify 

groundwater CO2 emissions, the intercept of this linear model was used. The intercept provides 

the flux where the thickness of the unsaturated zone is zero and could therefore be interpreted 

as emissions from the groundwater. Based on this, a CO2 flux from the groundwater of 

7.5 mmol m−2 d−1 was estimated, which is comparatively low and cannot cover the observed 

CO2 fluxes at the study site. Even though the model estimates are not significant and are just 

a snapshot from discrete measurements which might be influenced by many more factors, these 

results suggest that CO2 fluxes from the groundwater have a considerable small impact on the 

CO2 emissions at the study site.  
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Besides soil moisture and organic matter content, the temperature is known to control CO2 

production rates from dry sediment (Keller et al. 2020). Especially, soil respiration is highly 

influenced by soil temperature in absence of water stress (Kirschbaum 2000; Davidson et al. 

2000). Indicators for temperature dependence are the well-known Q10 values, based on an 

exponential relationship of temperature and metabolic rates over a limited temperature range 

(Gillooly et al. 2001). However, activation energy can also be used to compare metabolic rates 

of biogeochemical processes (Gillooly et al. 2001; Dell et al. 2011). While changes in 

temperature during the manual measurements were not pronounced enough to show 

a temperature dependence of the CO2 fluxes, the automatic measurements showed a stronger 

relation between CO2 fluxes and temperature. The Q10 values and the activation energy from 

the incubation experiment and in the field were comparable to range and mean values from 

important metabolic reactions and soil respiration, proofing temperature dependence of CO2 

production and suggesting that microbial respiration takes place (Chen and Tian 2005; Dell et 

al. 2011). However, Q10 values slightly differed between the field measurements and the 

laboratory experiment. This might be the case since the estimation of Q10 of the field data is 

based on measured surface temperature while the measured surface flux is an integrated 

response to temperature across the soil profile, leading to inaccurate estimation of temperature 

sensitivity. Supporting this, a diurnal hysteresis relation was observed between soil temperature 

and CO2. The hysteresis is likely to derive from a nonuniform soil temperature and production 

profile, caused by transport-related time lags of temperature and CO2 through the profile, while 

measurements only take place at the sediment surface (Phillips et al. 2011). This is an often 

observed phenomenon (e.g. Riveros-Iregui et al. 2007; Bahn et al. 2008), explaining observed 

temporal time lags up to 4 hours between soil temperature and CO2 flux, depending on physical 

soil characteristics (Phillips et al. 2011). Additionally, seasonal changes of soil moisture were 

found to influence time lags and hysteresis patterns due to opposing effects of soil moisture on 

heat and gas transport through a soil profile (Riveros-Iregui et al. 2007). This interaction of 

heat, water and gas flux makes it generally challenging to determine the influence of 

environmental variables (e.g. temperature) on the CO2 flux by itself (Davidson et al. 2006; 

Phillips et al. 2011). 

Altogether, the relationships between the environmental variables and the CO2 flux support the 

earlier findings that microbial respiration is the main source of the CO2 emissions at the study 

side and are therefore included in the visual overview provided by Figure 15. 

Although dependences of drivers and fluxes could be identified, the variability of the data is 

still high and other factors are likely to additionally influence CO2 emissions (Kim et al. 2012; 
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Rey 2015; Keller et al. 2020). For example, heavier events of precipitation (<1.5 mm) were 

observed to decrease CO2 fluxes at the study site. Contrasting observations of a pulse of 

greenhouse gas emissions after precipitation events are found in arid regions. This is due to an 

increase of soil moisture and stimulation of microbial activity, also known as the “Birch-effect” 

(e.g. Huxman et al. 2004; Cable et al. 2008; Von Schiller et al. 2019). On the one hand, this 

suggests that drying at the study site is not severe enough to limit microbial respiration 

(Marxsen et al. 2010). On the other hand, the decreased CO2 fluxes during and after 

precipitation suggest that infiltration and increased soil moisture content, lead to limitation of 

gas diffusivity (Moyano et al. 2013; Gómez-Gener et al. 2016). In addition to that, a decrease 

in soil temperature was observed after heavy rain events, indicating reduced microbial 

respiration due to the temperature response of the respiration processes (Ouyang and Zheng 

2000). Apart from this, uptake of CO2 from the sediment (negative fluxes) was observed close 

to the river, mainly during the day. At the same time, an undersaturation of dissolved CO2 in 

the river was observed during the day, causing CO2 uptake by the river, since emissions from 

streams mainly depend on the surface concentration and transfer coefficient (Halbedel and 

Koschorreck 2013). This observation leads to the assumption that close to the river CO2 fluxes 

from the sediment might also be influenced by CO2 emissions and uptake of the river water, for 

example, due to river water infiltration into the sediment. Admittedly, dissolved CO2 was 

measured only over a few days simultaneously with the CO2 fluxes from the sediment and more 

data would be needed to confirm this assumption. 

 

 

Figure 15: Schematic representation of the study site (cross section) with mechanisms that were found to influence 

the CO2 fluxes. The font and arrow size indicate the importance of the mechanism. The (+) indicates an increase, 

while the (−) indicates a decrease. 



Conclusion  40 

 

5 Conclusion 

The complementing set of methods that were applied provided no clear evidence that 

groundwater-borne CO2 is the main source of CO2 emissions. Contradicting to the 

hypothesis I), the results rather indicate that CO2 from other sources, in particular microbial 

respiration, play a major role regarding the CO2 emissions at the study site. This is supported 

by the observed spatial dependence, that CO2 fluxes increase with distance to the river in 

combination with a missing hydrological gradient. Another, indication that microbial 

respiration contributes to CO2 emissions at the study site, is provided by the results from the 

incubations, showing that production rates are high enough to cover measured fluxes and 

additionally revealing temperature dependence of the respiration process. Nevertheless, the 

measured data showed high temporal and spatial variability, reflecting the variability of 

environmental conditions, which might also lead to shifts and changes of sources and 

mechanisms of CO2 emissions from the dry river sediments. For instance, a hydraulic gradient 

towards the river was observed, at the beginning of September during a period of rising water 

level. Additionally, 222Rn emissions show temporal differences. The results from September 

indicate that groundwater-born CO2 is likely to contribute to the CO2 emissions, while results 

from August revealed rather low and uniform soil gas emissions over the study site if soil gas 

production by biological processes is disregarded.  

The observed relations between environmental variables and CO2 fluxes also indicate a high 

temporal and spatial variability and further suggest an influence of microbial respiration on CO2 

emissions from dry river sediments. Even though organic matter content was generally low, the 

organic matter in dry river sediments is commonly labile and of high nutrient quality and 

therefore fueling microbial respiration, especially in the first phase of drying (Ylla et al. 2010; 

Gómez-Gener et al. 2016; Arce et al. 2019). Moreover, the thickness of the unsaturated zone 

proofed to be a good predictor for CO2 fluxes, which leads to the refutation of hypothesis II) 

that the unsaturated zone, more precisely the organic matter content and the thickness, does not 

influence the CO2 flux.  

First attempts to quantify CO2 emissions from different sources, revealed high production rates 

of CO2 from microbial respiration and comparable low CO2 emissions from groundwater, 

indicating that groundwater-borne CO2 is not likely to affect CO2 emissions at the study site. 

Based on the gained evidence, we assume that the CO2 emissions from dry sediments at the 

river Elbe, mainly derive from microbial respiration. However, the results also showed that 

mechanisms and relations are complex and that further investigation is needed. Especially with 

the focus on quantifying emissions from different sources, analysis of stable water and carbon 
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isotopes and 222Rn, could be used for detailed mixing models. Therefore, information of 

additional endmembers, diffusion coefficients and corrections for diffusive environments 

would be needed (Nickerson and Risk 2009a; Schubert 2015; Megonigal et al. 2020). 

Additionally, higher temporal and spatial resolution data and more importantly repetition in 

following years, with severe droughts over summer, might help to find out if mechanisms are 

consistent and deepen the understanding of mechanisms behind CO2 emissions from dry 

sediments of high-order rivers. 
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Appendix  

Table A1: The measured δ18O and δ2H signatures of the groundwater (GW), river water (EW) and distant 

groundwater (dGW). 

Date Sample 
Distance 

[m] 

δ2H (±SD) 

[‰] 

δ18O (±SD) 

[‰] 

2020-08-04 GW 1 -58.7 (2.0) -7.9 (0.3) 

2020-08-04 GW 3 -56.0 (2.4) -7.6 (0.2) 

2020-08-04 GW 5 -57.8 (0.6) -7.9 (0.1) 

2020-08-04 GW 6 -56.6 (2.5) -7.8 (0.2) 

2020-08-04 EW 0 -59.1 (1.3) -8.0 (0.2) 

2020-09-23 GW 1 -56.9 (1.2) -7.7 (0.2) 

2020-09-23 GW 2 -57.0 (2.1) -7.7 (0.3) 

2020-09-23 GW 3 -57.6 (0.9) -7.8 (0.1) 

2020-09-23 GW 4 -56.8 (3.1) -7.8 (0.4) 

2020-09-23 EW 0 -58.6 (0.5) -8.0 (0.001) 

2020-09-07 dGW 500 -63.5 (2.6) -9.0 (0.2) 

2020-09-07 dGW 2000 -59.9 (2.7) -8.4 (0.3) 

 

  



   

 

 

 

Figure A1: Arrhenius plot based on the data from the incubation experiment in laboratory. The natural logarithm 

of the production rate (ln(r)) plotted against the reciprocal of the Boltzmann constant (k)  Temperature (T). 

 

 

 

Figure A2: Arrhenius plot based on the data from the automatic measurements in the field. The natural logarithm 

of the production rate (ln(r)) plotted against the reciprocal of the Boltzmann constant (k)  Temperature (T). 

 

 

  



   

 

Table A2: Additional chemical and physical parameters of the groundwater (GW), the river water (EW), and the 

distant groundwater (dGW). 

Date 
 

Sample 
 

Distance 

[m] 

Temperature 

[°C] 

Conductivity 

[µS cm−1] 
pH 

O2 

[%] 

O2 

[mg L−1] 

2020-08-04 GW 1 19.4 610 7.2 9.2 0.82 

2020-08-04 GW 3 19.9 658 6.8 12.1 1.07 

2020-08-04 GW 5 19.0 640 6.6 21.5 1.92 

2020-08-04 GW 6 20.3 1563 6.6 23 2 

2020-08-04 EW 0 21.1 640 8.3 102.4 9.1 

2020-08-04 EW 0 22.0 635 8.3 111.5 9.58 

2020-08-04 EW 0 22.7 645 8.6 128.4 11.06 

2020-09-02 GW 2 19.0 758 - - 0.5 

2020-09-02 GW 3 19.1 815 - - 1.25 

2020-09-02 EW 0 19.0 703 - - 9.5 

2020-09-07 dGW 2000 16.0 1043 7.1 57.2 5.37 

2020-09-07 dGW 500 19.5 760 6.9 42.4 3.9 

2020-09-23 GW 1 16.5 696 7.2 35.5 3.4 

2020-09-23 GW 2 16.1 655 7.3 25.6 2.47 

2020-09-23 GW 3 16.8 647 7.2 41 3.98 

2020-09-23 GW 4 17.3 640 7.0 41.3 3.95 

2020-09-23 EW 0 18.2 601 8.0 99.3 9.27 

2020-09-23 EW 0 18.3 601 8.1 101 9.42 

2020-09-23 EW 0 19.3 597 8.5 112.8 10.3 

 

 

  



   

 

Table A3: Additional chemical parameters of the groundwater (GW), the river water (EW), and the distant 

groundwater (dGW). Concentrations are given in mg l−1 if not specified otherwise. 
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Table A4: The mean (± SD) δ13C signatures at the study site for each measurement day. 

Date Sample 
δ13C 

[‰] 
± SD 

2020-08-04 Flux -11,3 0,95 

2020-08-04 EW -18,6 0,79 

2020-08-04 GW -22,3 0,37 

2020-08-04 OM -26,4 0,74 

2020-09-02 GW -22,8 0,46 

2020-09-02 EW -16,5 2,83 

2020-09-02 Flux -15,7 0,17 

2020-09-02 OM -27,4 0,40 

2020-09-07 dGW -18,5 0,19 

2020-09-23 EW -16,4 0,87 

2020-09-23 GW -23,7 0,43 

2020-09-23 Flux -12,9 0,81 

2020-09-23 OM -27,1 0,49 

2020-09-23 OM_sat -26,8 0,86 

 

Table A5: Results of Kruscal-Wallice and Dunn’s post-hoc test comparing the mean (± SD) δ13C signatures of 

the CO2 flux and the endmembers at the study site. 

 Flux_cor Flux GW EW OM 

Flux_cor      

Flux 1.00     

GW 0.61 1.00    

EW 1.00 1.00 1.00   

OM < 0.01 < 0.01 < 0.01 < 0.01  

OM_sat < 0.01 < 0.01 0.04 0.01 1.00 

 

  



   

 

 

Figure A3: Keeling plots from the 4th of August (top), the 2nd of September (middle) and the 23rd of September 

(bottom). The δ13CO2 signatures are plotted against the reciprocal of the concentration. 

  



   

 

 

Figure A4: The CO2 fluxes (F) and the environmental variables soil temperature (Tsoil), soil moisture (Msoil), 

Precipitation (Precip) and thickness of the unsaturated zone (UZ) from automatic measurements in May. 

 

 

Figure A5: The CO2 fluxes (F) and the environmental variables soil temperature (Tsoil), soil moisture (Msoil), 

Precipitation (Precip) and thickness of the unsaturated zone (UZ) from automatic measurements in August. 

 



   

 

 

Figure A6: The CO2 fluxes (F) and the environmental variables soil temperature (Tsoil), soil moisture (Msoil), 

Precipitation (Precip) and thickness of the unsaturated zone (UZ) from automatic measurements in September. 

 

 

 

Figure A7: Temperature response of CO2 fluxes on the 1st of June and the 2nd of June. The colors represent the 

hour of the day. 

 



   

 

 

Figure A8: Temperature response of CO2 fluxes on the 4th of August and the 5th of Auguts. The colors represent 

the hour of the day. 

 

Figure A9: A representative example for the relation of the thickness of the unsaturated zone (UZ) and the CO2 

fluxes from the 3rd of August to the 5th of August. The colors represent the hour of the day. No consistent pattern 

can be observed. 



   

 

  

Figure A10: A representative example for the relation of soil moisture (Msoil) and the CO2 fluxes from the 3rd of 

August to the 5th of August. The colors represent the hour of the day. 
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