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Preface

The written contributions contained in this report originate from the Third Workshop on Physical
Processes in Natural Waters (PPNW3) held in Magdeburg, Germany in the time 30" August to 3"
September 1998 in the Umweltforschungszentrum UFZ-Sektion Gewisserforschung in Magdeburg.
This workshop was the third in a sequence initiated in 1996 by the EAWAG in Kastanienbaum,
Switzerland and continued in 1997 by the CEC Joint Research Center in Ispra, Italy. The meetings
have been held to bring into contact the scientists working on physical limnology who mostly find
themselves in small working groups. To stimulate collaboration and to provide a platform for
continuous scientific exchange in Europe, the meetings have been held at annual intervals.

The participants felt that a collection of the workshop contributions would be a useful reference for
the on-going work in limnophysics within Europe, and most of the oral presentations were
submitted as written contributions for this volume by their authors. The division in seven sections —
internal waves, microstructure and turbulence, numerical limnology, physical properties of water
boundary interaction, meromixis, convection — reflects the break-up into workshop sessions. We
thank the UFZ for offering editing the collection as a UFZ-report and for bearing the costs involved
in printing it. The written contributions ahould serve as a reference to the wider literature and
enable scientist who were not able to participate this time to keep up with the development and get
into contact with the participants of the workshop.

In the concluding discussion of the workshop, the participants expressed their opinion that the
Workshop on Physical Processes in Natural Waters should continue in the style of Kastanienbaum,
CEC and Magdeburg, of some 30 contributions, and enough space for discussion after each
presentation and after each session. The workshop was felt to be an important platform to
concentrate on and discuss the physical features in limnic waters, which are covered neither in
oceanic conferences nor limnological conferences to a satisfactory extend. Preferably the workshop
should continue at annual intervals to keep the communication between the scientists alive. The
participants indicated they would be happy with the continuation of the workshop in Estonia in
1999. Unfortunately by the time of printing this collection, the exact date and location of the 1999-
workshop was not yet decided. However we encourage the reader to contact Madis-Jaak Lilover
(madis @phys.sea.ee) about details.

We would like to thank the people who helped to organize and run this workshop. Special thanks to
Prof. W. Geller for his support and for offering the facilities of the UFZ-Sektion
Gewisserforschung in the BriickstraBe in Magdeburg. S. Degener, U. Kiwel, K. Lerche, B. Ritzel,
K. Rahn and J. Schrader helped in many ways beyond their usual job. We also thank the authors for
their presentations and written contributions and for the lifely discussions during the workshop.

Magdeburg, in October 1998

Bertram Boehrer and Michael Schimmele

Third Workshop of Physical Processes in Natural Waters - Collection of Contributions A%
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Erratum in the contribution Hollan, p. 71-75:

The correct condition of mass continuity, My+Np =M. ,

results into the change of two signs in equation (5), whence
F
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: Tﬁe Fourth-Wbrkshop oh P-I_lgréical Processes in Natural Waters will be held
in Estonia in the time 13 to 16" of September 1999, please check with
madis @phys.sea.ee :
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On the linearity of internal seiches

E. Bauerle

Limnologisches Institut, Universitat Konstanz, 78457 Konstanz, Germany

Most investigations on internal seiches are done as if the underlying processes were pres-
cribable by linear theory. Although the observed vertical displacements of the isotherms
in the thermocline region (and below) sometimes approach (and exceed) the depth of
the mixed layer. And although (due to the Coriolis forces of the Earth’s rotation) the
horizontal shear of the currents may be considerable (thus making the advective terms
in the governing equations large) it is possible to interpret and reproduce many of the
observations by applying tools from linear theory.

Taking recent observations from Upper Lake Constance, I will discuss how far simple
linear models may help to understand the ongoing processes. Special attention will be
given to the time series of temperature and velocity measured at 3 stations near the
Isle of Mainau (see Fig. 1). Whereas the period of the quasi-periodic hypolimnetic in-
and outflow across the sill is readily matched by the Merian formula (extended for two-
layer systems), both temperature and current speed and direction indicate that non-linear
processes are of importance (at least locally).

7 18 13 20 21 22 Junei3% 25 26 27 28 29 30

Figure 1: Currents and temperatures measured at 3 moorings at the sill of Mainau (Upper Lake
Constance) from [7th to 30th June 1996. The depths of the instruments are 84/ m (MS), 78 m
(MM) and 73 m (MN). Temperatures at MS (not shown) are similar to those at MM. Mazimum

current velocity is 12 cms™!.
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However, some of the features observed at station MN (see Fig. 1) (velocity components
perpendicular to the isobaths and augmented vertical displacements of the isotherms,
respectively) can be understood by means of linear theory.

The linearized equations of motion in a rotating, incompressible, inviscid, stratified Bous-
sinesq fluid on the f-plane are adopted as a starting point. All variables are assumed to
be periodic with frequency w. The equations then read

. 1 9P
wu — fu= _ga_x , (1)
. 1 8P
wv + fu = o B (2)
0P
N w = P (3)
ou w ow_,
EOR et (4)

where u, v, w are the offshore (z), alongshore (y) and vertical (z) velocities, respectively,
P is the pressure pertubation, N*(z) = —(g/po)(dpo/dz) the squared buoyancy frequency,
and po(z) the undisturbed density.

Alongshore internal waves in a channel

Assuming all motions to travel along a straight shoreline with frequency w and alongshore
wavenumber / (i.e., ~ e*+"%), and combining the modified equations (1) - (4) into a single
equation for the pressure results in the equation for the conservation of potential vorticity

a*P g o vl BTGP §
W“f—w)az(ma)"’f’-“- )
Rewriting the boundé.ry conditions in terms of pressure yields
l
§£+_f—P=0 at z=0andz=hB, 3—P=0 at m=1, (6)
Oz w 0z ,
fP—w?oP dH [0P f
NZ  Qz dz | Ox % w % g Hiz) (™

Egs. (5) - (7) form an eigenvalue problem, which, for a fixed wavenumber [, has discrete
eigenvalues. In solving this problem it is possible to understand the combined effects of
stratification and sloping bottom.

In a homogeneous model with variable depth, topographic (rotational) waves which are
trapped over the slopes of the boundary are induced by the constraint of potential vorticity
conservation for a water column moving over the sloping bottom. Only for relatively long
wavelengths it is justified to assign insensitivity against stratification to these waves. From
Fig. 2 it is obvious that in a stratified channel of width B = 20 km and parabolic bottom,
for waves with a wavelength of A = 10 km dispersion curves are far from being horizontal.
Following the respective curves of the individual modes we could notice that the character
of the waves changes from barotropic (for weak stratification) to baroclinic (for strong

stratification).
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Figure 2: Dispersion curves for modes 1 - 3 in a parabolic channel with h, = 5 m, dh = 280 m,
B = 20 km and A = 10 km. Stratification is uniform. For comparison, the lowest Kelvin wave
for flat bottom and the topographic wave without stratification are also shown.

In Fig. 3 we see the pressure field with different steepness of the bottom. In the right
picture the bottom is parabolic and, obviously, the pure Kelvin wave of the flat-bottomed
case (left picture) has changed its appearance. The most important feature of this wave
(not shown here) is, that we get a non-vanishing velocity component normal to the sho-
reline, a feature which is characteristic for topographic waves.

Figure 3: Cross-channel distributions of the perturbation pressure of the lowest mode for diffe-
rent steepness of the topography. Stratification is uniform.

Without going into the details of the interplay of sloping bottom and density stratification
in channel models, it should be emphasized that a) waves in stratified fluids over sloping
bottom exhibit rotating velocity vectors, and b) the vertical structure of the waves varies
from place to place.

Surely, if we want to compare the results of the model with observations, we are confronted
with the fact, that in real lakes the shoreline normally is not well approximated by a
straight line, thus making the assumption of a fixed wavelength in longitudinal direction
rather dubious.

Third Workshop on Physical Processes in Natural Waters 3



Normal modes in a multilayer rectangular basin with non-flat bottom

In order to isolate the influence of topographic disturbances of an otherwise regular sho-
reline, we ignore most of the factors which influence the real near-shore hydrodynamics.
To this purpose, we use a 4-layer rectangular basin with depth configuration of the lo-
west layer parabolic both in longitudinal and in transverse direction, disturbed by a local
hump (see Fig. 4). The basin has vertical sidewalls down to the depth of 35 m. Maximum
depth is 130 m at the center of the basin. Density distribution is given by a polygon
approximating a stratification typical in early summer.

density (kg m™)
9975 9080 968 5 9990 999 510000

(e

Figure 4: Depth configuration (left) and density stratification (right) of a 4-layer basin with

vertical sidewalls down to 35 m.

If we had flat bottom we could even solve the
continuous problem in separating the vertical
and the horizontal dependencies, resulting in
a two-dimensional eigenvalue problem for the
frequencies of free internal basin-wide modes
with corresponding horizontal structures of
the horizontal velocities and the vertical dis-
placements at any depth. With non-flat bot-
tom, the vertical structure varies from place
to place and the concept of vertical modes is
invalid.

We concentrate here on the near-hump cur-
rent field of the fundamental mode in the
lowest layer (Fig. 5). In the region of the
hump, the snapshots at 1/8 of the cycle ex-
hibit a) the intensification of the flow, b) the
(anti-cyclonic) rotation of the current vec-
tors, and c) a significant offshore component
of the currents, most pronounced during the
phases (t = Ty/4, 3T1/4), when the "gravita-
tional part” of the mode is vanishing. Notice
that the hump is only of local influence.

For real lakes, we conclude that the nearshore
velocity field of internal Kelvin waves and in-
ternal seiches may offer a complicated struc-
ture both in vertical and horizontal direction.
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Figure 5: The current field of the funda-
mental horizontal mode in the lowest layer
near the hump (right half of the basin, see
Fig. 4) at different phases of 1/2 cycle
(from bottom to top; the second half of the
cyele with opposite directions of the cur-
rent vectors).
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Internal wave — shear flow resonance in the shelf zone

Vyacheslav V.Voronovich, Victor I.Shrira*

P.P.Shirshov Institute of Oceanology RAN,
36 Nakhimovsky prosp., 117851 Moscow
e-mail: vvv@wave.sio.rssi.ru; shrira@glasnet.ru

1 Introduction

Permanent progress in the remote sensing of the ocean surface makes the studies of links between
the processes in the water interior and their surface signatures one of the ‘hottest’ topics of today’s
physical oceanography. Internal gravity waves being widespread in all natural basins remain the
only ‘internal’ process having numerous and well documented surface manifestations supported by
the in situ measurements. Recently a new mechanism of the amplification of this manifestations
due to resonance with a subsurface shear current was considered in [1].

Internal waves are actively studied themselves, especially their dynamics in the shelf zone. By
now its basic features are well established by numerous field experiments: waves are long in com-
parison to typical water depth; in-shore propagating waves are, as a rule, much more pronounced;
they exhibit essentially nonlinear behaviour: solitary waves are typical, while bore-like structures
occur as well. The basic theoretical model is KdV equation with variable due to bottom topography
coefficients and a number of modifications taking into account Earth’s rotation or cubic nonlinear-
ity has been developed. On the contrary the influence of shear currents, often present in natural
waters, is usually neglected or taken into account as a secondary effect: coefficients of KdV depend
on the current’s velocity profile, i.e. buyoancy is usually considered to be the main driving force of
the wave motion while effect of vorticity created by the currents is assumed to be weak.

In reality subsurface drift currents, which are almost always present in the natural waters, often
create quite strong vorticity field, the effect of which is comparable to that of buyoancy and can
change internal wave dynamics qualitatively. Moreover, drift currents greatly enhance horizontal
velocity component of the wave field and thus amplify internal wave signatures on the surface.
This effect is particularly strong in case of resonance, i.e. matching of the celerity of the wave with
the flow speed at the surface, as a so-called ‘critical layer’ is formed and one should speak about
‘wave-current interaction’. A vast body of literature devoted to critical layer dynamics is almost
entirely confined to the harmonic or, at best, quasimonochromatic waves, whereas internal waves
in shallow water are usually far from being monochromatic.

Fortunately, this problem can be successfully treated if the currents vertical size h is much
smaller than the typical wavelength L. Under this assumption an arbitrary current perturbations
can be described as vorticity waves owing their existence to the inhomogeneous vorticity field of the
shear flow and weakly influenced by the buyoancy forces [2]. Thus an untractable wave - current
interaction can be successfully treated as a wave — wave interaction. The present work develops
its nonlinear description and, in particular, shows its importance not only in the context of surface
signatures, but for internal wave dynamics in shallow water itself.

*Present address: Department of Applied Mathematics, University College Cork, Cork, Ireland
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2 Asymptotic analysis of basic equations

We assume the fluid to be inviscid, incompressible, uniform in horizontal direction, but vertically
stratified. The shear current is assumed to occupy a thin subsurface layer of typical width A much
smaller than the total depth H, its velocity profile U(z) having no inflection points. In Boussinesq
approximation the governing equation then are

uz+(u-V)u+V£+—p—z:0
Lo Po
pe+wN?+ (u-V)p=0 (1)

V-u=90

where po(z) is an equilibrium density distribution and the fluid velocity contains both the mean
current and perturbations!

u(z,y,2,t) = {U(z) + u, v, w}
The system (1) with the proper boundary conditions
w=20, at, z=—H, z2=0 (2)

constitutes a boundary value problem to solve.
The problem is characterized by two independent small parameters

e=h/H, p=(H/L) (3)

which we hereinafter assume to be in balance: ¢ = u?. The perturbation field therefore depends on
slow ‘evolutional’ variables

X=ypz-c), Y=py T=p% (4)

while scales of vertical motion are different in subsurface shear layer and a still core. In result we
have to introduce in the shear layer an ‘inner’ vertical variable

(=

m | W

to solve (1) in still core and moving shear layer separately and then match solutions at the border.
Typical scales of perturbation amplitudes are also different in the core

v,w,p=0 (4), v=0 (4 (5)
and in the shear layer
u=0(), v=0("), w=0("), p=0(), (6)

internal wave being the dominant type of motion in the core while vorticity wave — in the shear
layer. Solutions are sought as asymptotic series in powers of pu? (see details in [3]).

'Equations are made nondimensional by using typical values of the total depth Hp and of Brunt-Viisila frequency
N(z) as the length and frequency scales.

6 Umweltforschungszentrum Leipzig-Halle, UFZ-Bericht 23/1998



3 Plane waves

Asymptotic analysis results in a system of coupled evolution equations for the wave amplitudes,
which by means of a scaling transformation reduces to

(@ + Aaz + Gror — b)), +8yy =0
(7)

b¢+2bbr-am=0

where @, b are internal and vorticity wave amplitudes and A describes a small mismatch of mode
celerities (resonance is exact at A = 0). For simplicity we confine ourselves by the analysis of a
one-dimensional version, i.e. set a,, = 0.

Two nontrivial conservation laws were found, the conserving quantaties being the momentum
and the energy of some abstract field.

+co +co
] 1
Pla,b) = 5 f (a® + b?) dz, Hla,b]= 5 f (ai — Ad? + 2ab - §b3) dz
Though even 1D version of (7) is not completely integrable a bulk of information about its properties

can be extracted by studying stationary solutions a,b = as, bs(z — vt). System (7) can then be
integrated to result

as = b2 — vb,
db,\ 2 2 (8)
(v — 2b,)? (dz) = B [(U—A)b§+2 (g—v(u—A)) by 13 (0= ) —t
and both localised and periodic solutions can be found in closed form [3].
3.1 Solitary waves
System (7) posesses two families of plane solitary waves, their speed confined to the intervals
?fast” RS (C.+., 'U+) } (9)
"slow” v € (c—,min (0, A))

with borders dependent only on A

i 1
Ci:%[ﬂi(fl-{-‘ﬂz)z] U+:%lﬂ+(]§—6+A2)2:|

Whereas "slow” solitary waves do not exhibit any peculiar features, the amplitude of ”fast”
* ones is limited from above by a so-called ”peaked” solitons: in the limit v — vy we get

NU_+, —= "1/2
by = = exp { - (304)™/2}al}

The sigularity at the crest is due to the fact that the speed of a particle in the wave can not exceed
the speed of the wave itself. It is worth noting that according to (8) the internal wave amplitude
a remains smooth up to the limiting configuration.

To study an initial localised pulse temporal evolution numerical simulations of (7) has been
conducted. The results are dependent on how large is the initial amplitude in comparison with
a certain "threshold”: while "subcritical” perturbations evolve into solitary waves, "supercritical”
ones develop a vertical slope in finite time, which probably leads to breaking.

Third Workshop on Physical Processes in Natural Waters 7



4 Solitary wave transformation in the shelf zone

Up to now we implicitly assumed the depth to be constant. Yet the depth changes in the offshore
directions is one of the main factors determining solitary wave transformation in the shelf zone
especially important when the wave amplitude is limited from above. Indeed, initially smooth
wave running onshore can reach limiting amplitude and even break due to depth changes.

To make the problem tractable we assume the depth variations to be comparativly small and
smooth, i.e. put

H = —ho + p’h(vz) (10)

An asymtotic analysis of (1)-(2) then results in a system similar to (7), but with A ~ A dependent
on z,t. Under additional assumption v <« %2, corresponding to smallness of the typical wave
size in comparison with depth variability scale, one can study stationary wave transformation by
means of Whitham’s method This approximation corresponds to neglect of any reflections from the
bottom and the wave assumed to be locally close to a stationary one, with its parameters changing
with time due to depth changes.

System (7) could be derived from the variational principle 6L = 0 with a lagrangian

1 1 1 1
L=-3(EFi+FE)~ 3F} — SAEl+ S B + E;F, (11)

where the potential representaion is used: a = E.,b = F,. We look for solution in the form of a
periodic wavetrain

E=Az-Ct+f(8), F=Bz+Dt+g(8) (12)

where A and B are slowly evolving pedestals and 6 = k(z — vt) — the phase. One must substitute
(12) into lagrangian, average it over the period v, variate the result with respect to ¢ = Az-Ct, ¢ =
Bz — Dt, 6 and add the correspondent compatibility conditions. In result we get transport equation

for pedestals

Ai+ (AA),— B, = 0 5
B,+BB,— A, = 0

which are just (7) without dispersion term. From these one can see for example that if pedestals
were zero initially they remain zero in the course of evolution.
For solitary waves (in the limit ¥ — oo) after some algebra we get another equation

o o0 oQ dv
(E).)T-FU(B;)X_J’Q%E}“O (14)

for the averaged action function

(U—2B)(”—A)_1um - 2u)u - U—v Eu—v U
Q:\/ (v—2B) Of(v—zB 2)\/(:; A)( +2B)2-|-3 + 2Bd (15)

Equation (15) was studied numerically in assumption: B =0, A = A(¢) (main influence of the
changing depth is due to motion of the frame of reference with the linear wave speed, rather than
to evolution on the "slow” timescale). On the figure the "fast” solitary wave speed and amplitude
are pictured vias A (depth) changes. Dashed lines correspond to local ¢4, vy — limits of solitary
waves speeds at the given depth. One can easily see that any onshore running wave inevitably
reach the critical amplitude and is going to break, though breaking itself can not, of course, be
described within the frames of proposed model.

8 Umweltforschungszentrum Leipzig-Halle, UFZ-Bericht 23/1998



0.61

0.4+

5 Conclusion

The presented results demonstrate that the subsurface shear current changes drastically, provided
the resonance conditions met, an internal wave dynamics. First of all, the scaling (5) describes
an internal wave of much smaller amplitude than that presumed by the traditional KdV theories.
The main nonlinear effect then is due to interaction with the current, rather than the wave’s own
nonlinearity, which is corroborated by (7). Therefore a completely new model comprising two
coupled equations was derived, possesing solitary wave solutions of two classes essentially distinct
from KdV-like solitons. A peculiar property of the model is the existence of limiting solutions with
a sharp corner at the crest, which do not exist in traditional models. Solitary waves are stable up to
the critical amplitude and, according to numerical simulation, can be formed from an initial pulses
of subcritical amplitude. The localised pulses of larger, supercritical, amplitude develop vertical
slopes in finite time which indicates breaking.

An influence of depth variations analysed within the frames of adiabatic approximation results
in solitary wave parameter dependence on the depth, all onshore moving waves inevitably reaching
the critical amplitude and, thus breaking. Breaking waves are expected to contribute greatly into
mixing processes in the upper layer. The enhanced mixing, in turn, effects heat and momentum
exchange at the air/sea interface and surface transport.
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3-rd Workshop on Physical Processes in Natural Waters

EXPERIMENTAL STUDY OF STATIONARY AND NONSTATIONARY
INTERNAL WAVE PATTERN INDUCED BY DRIFTING ICEBERG

Olga D. Shishkina

Institute of Applied Physics, Russian Academy of Sciences
46 Uljanov st., Nizhny Novgorod, 603600, Russia
E-mail: ols@hydro.appl.sci-nnov.ru

Natural conditions of iceberg drift - stratification parameters (Ap = 1-3 kg/m’ at the
depth of 20-100 m), iceberg dimensions (the draught of 40-250 m) and drifting velocities (0.1-
0.5 m/s) - provide physical conditions for intensive internal waves generation [1].

Results of experimental modelling of internal waves induced by an iceberg drifting in

stratified finite-depth fluid obtained in the thermally stratified tank with the overall dimen-

sions L*B*H=18*4*2 m’ in the Institute of Applied Physics are presented. In laboratory

conditions the horizontally homogeneous stratification with the thermocline of the thickness A

= (0.]7H was created in the fresh water, so providing a scale model (Kt =1:100 ) of the

seasonal thermocline (Ap =2 kg/ m’ )

The vertical cylinder of the diameter D = 0.4 m had different draughts close to the ther-
mocline's depth of 4’ = 0.3H. Towing velocities U were in the range of limiting phase

velocities of the first and the second internal wave modes (C) ), which corresponds to typical

natural velocities of icebergs drift, taking into account the velocity number Kv =K o
Indications of a vertical chain of six sensors, arranged in the thermocline, allow to distin-
guish temperature oscillations related to different internal wave modes. A spatial pattern of
internal wave fronts was reconstructed using indications of the horizontal chain of eight
sensors arranged at the depth of the thermocline’s center normally to the cylinder’s trajectory.
Both stationary and nonstationary (after body stopped) phase pictures for the mentioned
velocity range were reconstructed. In case of stationary body motion the wave pattern was

almost plane with the divergence angles 60° < B < 90° (see Figs. 1, 2). The transverse

amplitude decrease observed was of about 30 % at the distance 3D.
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Fig. 1. Stationary internal wave pattern for 7/h'=1:a - U/C;=1,b - U/C\=2 .
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Fig. 2. Stationary internal wave pattern for 7/h'=1.44: a - U/C\=1, b - U/C1=1.5 .

Propagation of nonstationary internal waves after the body stopped was studied for two

relative cylinder draughts 7/4' = 0.83 and 1.44 . For C, < U < C, the nonstationary wave

system decays in time ( Fig. 3a ). The most intensive nonstationary waves were observed in

case of the first-mode internal waves generation U > C, ( Figs. 3b, 4 ). The amplitude of

nonstationary internal waves grows up to 50% towards tank side walls at the distance 3D.
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Fig. 3. Nonstationary internal wave pattern for 7/h' = 0.83
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Fig. 4. Nonstationary internal wave pattern for 7/h'= 1.44 : a - U/C1=1.25, b - U/C\=2.

Independent propagation of each wave mode was observed ( Fig. 5 ): the leading wave
represents the first internal wave mode and the second-mode motions were observed later in

accordance with the ratio of maximum mode phase velocities.
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Fig. 5. Nonstationary internal wave pattern (the vertical chain) : a - 7/4'=0.83, b - T/h'=1.44 .

The vertical profile of attached second-mode internal waves depends on the body's
draught (it represents a pycnocline “bulge” for 7/4' < 1 and a local narrowing for 774’ > 1).
After body stopped the second-mode fluid motion, governed by the stratification profile only,
represents the local “bulge” for both draughts.

The phase wave picture formed after body stopped had the divergence angles f > 90°

for both draughts and in the whole velocity range.

This work was supported by the RFBR (grants no. 96-05-64457, 96-05-64476) and
INTAS (grant no. 94-4057). The author is grateful to the research funds of the Ministry of
Culture of the state Sachsen - Anhalts for the finansial support of its presentation in the

frames of the Third Workshop on Physical Processes in Natural Waters.
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Statistics and scaling of turbulent kinetic energy dissipation rates
in a shallow lake

Andreas Lorke
Institute of Freshwater Ecology and Inland Fisheries Berlin, Germany

Introduction

A microstructure profiler was used to investigate the statistics and scaling of turbulent kinetic
energy dissipation rates £ in a shallow lake. The free rising profiler is equipped with a fast
response thermistor for temperature microstructure and an airfoil shear probe for current shear
microstructure measurements. Kinetic energy dissipation rates can be calculated from both
signals independently. Four data sets, consisting of 11 up to 31 microstructure profiles are
used to compare the different dissipation rate estimates, to investigate the statistical
distribution of individual samples and means and to compare the scaling and depth
dependency of the estimated dissipation rates with the law of the wall scaling of wind energy
input at the lake surface.

Methods and materials

Instrumentation

The microstructure profiler was developed for use in shallow lakes. Since most investigations
focus on processes in the surface mixed layer a rising profiler is used. The profiler can be
employed using a special designed weight which can be released at a certain depth. The
weight forces the profiler to glide down at an angel of about 45° to the vertical. Therefore the
subsequent profiled water column is neither disturbed by the deployment nor by the boat.

The profiler is equipped with in FP07 thermistor and an PNS93 airfoil shear probe. The shear
probe use a piezoceramic beam to sense a lift force on an axisymmetric foil by a turbulent
velocity fluctuation perpendicular to the mean uprising speed of the profiler as it moves
vertically trough the water column. Both microstructure signals are low pass filtered with a
cut off frequency of 500 Hz and sampled with 1565 Hz. In addition to the microstructure
signals the profiler depth and inclination to the vertical are sampled with 156 Hz.

Data processing

Individual profiles were divided into half overlapping sections of 2048 data points. Depth
values were corrected to the actual surface level, which was detected from the temperature
profile. The mean speed of the profiler was estimated for each section.

Turbulent kinetic energy dissipation rates £ can be estimated from the two, physically
different, microstructure signals. Both methods, the dissipation method for current shear and
the Batchelor method for temperature microstructure, are using the spectrum of the signals, so
additional filtering of the signals is not necessary.

Temperature microstructure

The high wave number end of the reduced 1-dimesional spectrum of turbulent temperature
fluctuations in isotropic and homogenous turbulence ®7 can be described by:

_|9.Xx _YII 1 —%:'2 u
cpr_J;ﬁ)-:[e : -xJ:e dx] )

where x is the non-dimensional wave number x=(2q)”2k/k3, with the wave number %, a
universal constant g (set to g=3.4) and the Batchelor wave number kg. D is the molecular
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Figure 1: 10 subsequent temperature microstructure profiles from two data sets (temperature offset plot).

diffusivity of heat and yp the dissipation rate of temperature fluctuations, defined as the

integral of the spectrum of temperature gradient fluctuations.
The Batchelor wave number kg describes the smallest scales of temperature fluctuations,

where molecular diffusion tends to overwhelm the production of fluctuations by turbulent
motions.

The spectrum of temperature fluctuations according to equation 1 is universal and depends on
the dissipation rate of mechanical energy € and that of temperature fluctuations y7 . By fitting

a measured fluctuation spectrum to the theoretical Batchelor spectrum these two quantities
can be determined from temperature microstructure measurements. The measured temperature
spectrum for each segment was estimated using Welch’s method. This spectrum was
corrected for the thermistor response. € and X were used as the free parameters for a

nonlinear least square fit of the measured spectrum to the Batchelor form.

Current shear microstructure

The output voltage of the shear probe is proportional to one component of the horizontal
current shear and inverse proportional to the square of the uprising speed of the profiler.
Under the assumption of isotropic turbulence the dissipation rate of mechanical energy & can

be estimated by
15 (ou' Y
i ?v( oz ] @

Beside the non provable assumption of isotropy the difficulty is to distinguish the real
turbulent shear signal from high frequency vibrations or electronic noise and low frequency
disturbances due to profiler movement or temperature changes. Therefore the averaging
process in equation 2 is performed in the wave number domain. Nasmyth, 1970 found an
universal shape of the spectrum of turbulent velocity fluctuations from measurements in a
tidal channel. Generally, measured shear spectra using airfoil probes fit well to the empirical
Nathmyth spectrum. For each section of the measured current shear microstructure profiles
the power spectrum was estimated using Welchs method. The shear variance for the
dissipation rate calculation according to equation 2 was estimated by integrating the spectrum
from a fixed lower wave number up to the Kolmogorov wave number k. Since ky itself

depends on the dissipation rate an iterativ process was used. The dissipation rate estimate was
used to calculate the empirical Nasmyth spectrum, which was compared visually with the
measured shear spectrum. For further analysis only those dissipation rates were included, for
which this comparison showed a good agreement.
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Study site

Miiggelsee is a shallow polymictic lake with an area of 7.3 km? in NE Germany, near Berlin.
The maximum depth is 8 m. The measurements were carried out in the eastern part of the
lake, where the depth was 7 m.

Data sets

Four data sets are used for the discussion of the dissipation statistics. Each data set consists of
11 to 31 microstructure profiles, measured at a fixed location in Miiggelsee using a measuring
interval of 5 minutes. Three of these four data sets were measured at one day so that the
discussion should proof, if these may be treated as one data set. Figure 1 shows some
temperature microstructure profiles from these data sets. Although the wind conditions were
comparable (3 to 4 ms!), the stratification differs between the dates of measurements.
Individual temperature profiles show a remarkable variability in time. This is also true for the
stratified regions underneath the diurnal thermocline.

Results

Comparison of dissipation rate estimates

Turbulent kinetic energy dissipation rates were estimated using both methods. The dissipation
method for current shear microstructure was successful for 1370 and the Batchelor method for
temperature microstructure only for 470 data segments. The two estimates are strongly
correlated in the measured range between 5 10 and 5 10”7 m? s73 but individual samples can
differ by more than an order of magnitude. A Kolmogorov Smirnov test found no significant
difference between the frequency distributions of both estimates with 95% confidence. Also
the mean and the median are not significant different.

A direct comparison of these individual estimates is not straightforward, since the two probes
are mounted about 7 cm apart at the profiler. This distance is large compared to the length
scales from which the dissipation rates are calculated. Therefore the comparison is only useful
in a statistical sense. The individual estimates from both methods in the four data sets were
found to be log-normally distributed within 1 m depth intervals. In this case the maximum
likelihood estimator mle can be a more efficient estimator of the expected value of a

P
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2
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Batchelor
Fig. 2: Comparison of dissipation rates estimated by the Batchelor method £;,, ,..,. and by the dissipation

method £

shear
bars. The lines represent the equality and differences of a factor of 2.

The graph shows the maximum likelihood estimates and the 95% confidence limits as error
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lognormal distribution as the arithmetic mean. Fig. 2 shows the comparison of the maximum
likelihood estimators for temperature and current shear based dissipation rate estimates. The
figure shows that almost all estimates overlap each other within the 95% confidence interval
of the maximum likelihood estimator, which are also shown. The two estimates agree within a
factor of 2, a uncertainty which was also found by other authors for comparisons between
different microstructure profilers or by error analysis. The good agreement between both
dissipation rates and the large confidence limits especially for the Batchelor method show,
that the statistical error due to the intermittent nature of turbulence is the limiting factor for
the accuracy of both measurements.

Scaling
The mean dissipation rates of the four data sets are used to compare the dissipation profiles

with the boundary layer prediction for an non-stratified wind-mixed layer:

3
u,

KZ
K is the von Karmén constant, z the depth and u, the friction velocity, which depends on the

Evind =

wind speed W and the drag coefficient Cp, ( u,=(Cp:p,/p,)*W ). The results are shown in

figure 3. The correlation between the measured dissipation rates and the predictions is good
(r*=0.9). At lower dissipation rates the measured values become smaller than the predictions
because of the increasing influence of stratification. In spite of the good correlation the
predicted values differ from the measured values by a factor of 2. This difference can be
eliminated by using a drag coefficient Cp, of 0.6 10 instead of the literature value of 1 103,
A smaller drag coefficient is plausible for the study site with a limited fetch of 1 km. On the

other hand, extended measurements have shown, that this factor of 2 can vary diurnaly and is
a function of the time history of wind energy input.
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Fig. 3: Mean dissipation rates £,,,, compared to the boundary layer prediction of the scaling of viscous

dissipation. The solid line represents equality, the dashed line a linear fit with a slope of 2.1 and the
dotted lines differences according to a factor of two to this fit.
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Comparison of temperature microstructure observations
and large eddy simulations
of turbulence in natural waters

T. Jonas', J. Sander®, A. Simon®, A. Wiiest’

" Swiss Federal Institute of Environmental Science and Technology (EAWAG),
CH-8600 Diibendorf, Switzerland

# Physics Institute, University of Bern, Switzerland

ABSTRACT

Turbulence related properties have been estimated from temperature microstructure
measurements in the upper layer of lakes affected by convection. For corresponding
boundary conditions large eddy simulations (LES) have been performed and compared to
observations. The time averaged vertical profile for the rate of dissipation of the
turbulent kinetic energy (€) can be reproduced very well by the simulations, while the
model seem to underestimate the rate of dissipative smoothing of temperature (y). We
can show, that part of the deviation derive from lateral intrusions of fine scale
fluctuations, which cannot be represented by the model.

1. INTRODUCTION

Vertical mixing is an important process for the
turbulent transport of all kind of chemical and
physical tracers, such as temperature.
Turbulence is agitated by energy input from
wind as well as by heat flux through the water
atmosphere interface.

Field experiments have been carried out, in
order to investigate turbulence related
properties from temperature microstructure
measurements for different atmospheric
boundary conditions. For this presentation,
we selected a convective regime, due to strong
heat flux through the surface into the
atmosphere, while the wind was low.

The experiment has been performed during a
night in October 1994 at Lake Lucerne,
Switzerland. A temperature microstructure
probe was taking profiles rising from close to

the bottom at 24m towards the lake surface
every 10 minutes. From meteo measurements
the net heat flux and the eddy momentum flux
by wind have been derived.

Putting in these driving conditions large eddy
simulations have been performed upon a three
dimensional domain of 26m*26m*24m with
an equidistant gridspacing of 25cm. The first
vertical temperature profile within the
investigated period of time was deviated with
random noise of less than 0.001K to
implement as an three dimensional
initialization of the model. Furthermore, the
model was started 1 hour earlier with wind
forcing but without heat flux in order to obtain
a realistic turbulence level at the begin.

The model’s equation for continuity,
momentum conservation and temperature
evolution are standard assuming
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incompressible fluid, applying Reynolds’s
averaged equations and Boussinesq’s
approximation. Turbulent kinetic energy (e)
and temperature’s autocorrelation (<T’T’>),
as well as € and ¢ upon the subgrid scale are
being described according to Schemm and
Lipps [1976]) and Schmidt and Schumann
[1989].

2. ESTIMATION OF € AND g

€ and ) are estimated by fitting Batchelor
model spectra to the temperature spectra of
the temperature microstructure profiles, e.g.
see Gloor et al. [1995]. The one dimensional
form of the model spectra are based upon the
assumption of isotropic and stationary
turbulence for small scale fluctuations and can
be written as

@ (k) = x\[_ [e""( 30~ (1—erf(x>)]
with x= k( —‘ —J
Sk

with molecular viscosity v, thermal d1ffusw1ty
¥ and vertical wavenumber k.

0.0
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As for the reliability of the fit estimations
simultaneous  temperature = and  shear
microstructure profiles have been used to
demonstrate, that & obtained by the two
corresponding independent methods agree
very well, see Kocsis et al [1998].
Furthermore fit estimations of % have been
found consistent comparing to % via direct
integration of the temperature gradient spectra
from observations, corrected accounting for

cutting of the noise spectra at the highest
wavenumbers.

3. AVERAGING TECHNIQUE

Observational results for € and 7 are estimated
within sections of 25 cm length, averaging fit
results from at least 4 subsections. This
windowing has been found as best
compromise between statistical reliability and
vertical resolution still resolving fine scale
structures. The profiles have been averaged
with time, in order to compensate the lack of
horizontal resolution.

In contrast the results from LES are three
dimensional and derive from time-averaged

1 0.0

105

g

s

1 [K's)

Figure 1. vertical profiles of & and x. notation for Observation/LES: Dots/ thick line indicate arithmetic mean, with
symmetric errorbars/ thin dashed lines as 1o confidence interval. Open squares/ thick dashed line show geometric mean.

Zaix 1s about 7+1 m during the investigated period of time.
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constant forcing. Therefore profiles for € and

X» horizontally averaged and vertically
normalized to the mixed layer depth, develop
with time approaching steady state. Hence,
only the last profile is utilized for the
comparison.

4. RESULTS

Averaged in the sense mentioned above,
results for € and % are presented in figure 1.
Obviously, € is being reproduced very well by
our LES. Only close to the boundaries minor
deviations occur, which may derive according
to two problems. On the one hand, the
assumption of stationary isotropic turbulence
closer to the boundaries and at higher
turbulence levels is critical for a wave number
domain extending towards high k. Therefor
the method for evaluating € and y tends to
become less appropriate. On the other hand,
the vertical resolution of the model remains
equidistant, while € increases exponentially
towards the surface.

As shown in figure 1, % is underestimated by :
the model. Within the mixed layer y from
observations are about two order of

magnitudes larger than corresponding values
from LES.

Looking at the temperature profiles besides
the microstructure we find fine scale
fluctuations, which come along with locally
extremely high temperature gradients. Figure 2
presents three observed successive tempera-
ture profiles, typical for the investigated
period of time. The first profile displays
rather pure microstructure, while within the
following 20 minutes the temperature profile
is being disturbed and a significant fine
structure builds up. According to the local
guts of high temperature gradients the ¥
increases by approximately three orders of
magnitude.

In this example the temperature situation has

§

00

02

03 -

0.6

08

Temperawre ['C)

Figure 2. Left: Temperature microstructure profiles for
different times as indicated. Right: Corresponding fit
estimations for . Znix is about 8 meter

changed in a way that neither a realistic heat
flux nor the vertical velocity scale derived
from the surface buoyancy flux could explain
the fast cooling. Therefor the disturbances
cannot be the result of vertical convection but
are entrained laterally. Here a'lens of colder
water seems to have intruded into the
observed domain at around z/zy = 0.6. The
finestructures disappear within the following
10 profiles, leaving only the micro scale
fluctuation behind.

The chosen example is representative for the
investigated period of time. Obviously the
regime significantly features lateral advection.
Since our LES cannot handle these effects as
well as our measurement do not reveal side
boundary conditions, we expect the model to
represent microstructure only. Therefor our
LES is underestimating 7 if the investigated
regime is dominated by lateral advection as in
this case.
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TURBULENT FLUXES PARAMETERIZATION
IN THE UPPER BLACK SEA LAYER
Vladimir M. Kushnir
Marine Hydrophysical Institute HAS Ukraine.
2Kapitansaya st. 335000 Sevastopol. Ukraine

ABSTRACT

Experimental data of the vertical profiles of currents and hydrological parameters in the
Northwest Black Sea (R/V “ Jakov Gakkel” expedition, August 1992) were used for definition of
average meanings and statistical characteristics of the vertical diffusion coefficient Kz in conditions
of the strong density stratification in the upper layer of the Sea. The mode of the vertical diffusion
in such layers is close to molecular according to received estimations and the average Kz meanings
exceeds the molecular thermal diffusivity coefficient to 20% approximately. Basic vertical
transport (Kz = 0.1...1 cm%s) is carried out by the local turbulente “flares” which probability is
equal about to 2...5 %. These local turbulent “flares” are formed to many accidental reasons: the
shifts of current speed in internal waves and eddy-wave structures “billows” type, etc.

Probability’s distribution W(F) of the vertical flows F of various passive substantions with a
vertical gradient G are calculated on the basis of definition of the statistical characteristics of the
vertical diffusive coefficient and the following ratio for an average flow <F> = 0.77vG (v -
kinematic viscosity) is received in particular for the Black Sea layer of the density jump.

Key words: Turbulent diffusion, density stratification

INTRODUCTION

Steady density stratification is formed in natural basins in summer period owing to intensive
heating and wind hashing of the top layer. High gradient layers (vertical density gradients reach to
10*..10”° g/em®) place in the depth of 15-25 m in the Black Sea and considerably hinder the
exchange between surface and near bottom waters. This renders the strong influence on the vertical
transport of the nutrients and oxygen, as well as on dynamics (change of concentration) various
impurity and pollution. In this connection, determination of the main parameter of the vertical
turbulent exchange and vertical fluxes - vertical diffusion coefficient Kz - has the large significance
at mentioned conditions and in many cases is necessary for decision of many problems of applied
biology, diffusion of pollution and dynamics of the basin ecosystem as a whole.

Mentioned factors are typical for many marine and lake conditions and so the problem of
the turbulent exchange in stratified on density water medium was intensivily studied for the last
50...60 years.

Significant vertical density gradient rises the costs of energy for overcoming of the
Archimed's forces and so the turbulence exists as the located areas with stochastic space-temporary
structure. Vertical diffusion carring happens mainly at the expense of the stochastic "flares" of the
local turbulence (Ozmidov,1997). These "flares" arise owing to many reasons: shifts of currents
speed in internal waves or eddy formations "billows" type, local deformations of the density
gradients and other ones. Regime of sporadic turbulent "flares", probably, is the main form of the
vertical exchange through the high gradient layers and so the valuation of statistical Kz
characteristics and vertical diffusive fluxes of the nutrient and oxygen are especially important.

Present work is devoted to analysis of this problem on the basis of the data of the
measurements of the currents and density profiles in the Black Sea by summer heating (Fig.1) at
formation of the strong vertical gradients of density (expedition R/V Yakov Gakkel, August,1992).
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The data of the similar measurements in the Loch Ness (Thorpe,1977) and in the Lake Kinneret
(submitted by Prof. B.Steinman) were also used
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Fig.1. Characteric profiles of density (den) and current speed vector’s meridian (V) and
parallel (U) components in the upper Black Sea

ANALYSIS OF THE EXPERIMENTAL DATA
The main idea of the present work consists in similarity of the physical processes of
formation of the density structures and vertical current shifts in the top layers of water column by
summer heating. It means the similarity of these characteristics in following normalized
dimensionless form: depth z. = z/z,, where z, - the depth of the density gradient maximum (Brunt-
Vaisala frequency is equal to Nm); Brunt-Vaisala frequency N.=N/Nm; Richardson numbers Ri
significance. Logarithms of these values are used owing to large range of their changes.
Analysis of the dimensionless dependences logN. = f{z.) and logRi = f{z.) for the Black
Sea, the Loch Ness and the Lake Kinneret conditions has shown the opportunity of approximation
of average significances <logN+> and <logRi> by regressions a,+ 2,z + 8,2 2+ a,2.° type and that
these regressions have the identical character and are close among themselves. This confirms the
similarity of physical processes of formation of the top layer in natural basins by summer heating
(Fig.2 and Fig.3)
Experimental dependences logRi = f(2logN) received on the data of the measurements in
the Black Sea and the Loch Ness admit the approximation by linear regression logRi = ¢, +
2c,logN. form and thus have relatively close parameters:for the Black Sea ¢, = 4.2663, ¢, = 1.0394;
for the Loch Ness ¢, = 4.8258, ¢, = 1.1217. Correlation coefficients between logRi and 2logN. for
the Black Sea and the Loch Ness are equal to 0.75 and 0.74 correspondently.High correlation
between Richardson numbers and vertical density gradients is stipulated by increasing of energy
concentration of internal waves and eddy structures "billows" type in the layers with the maximal
vertical density gradients (Thorpe, 1977, Duchno & Kushnir,1990).
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Fig.2.Experimental dependence log(N:) = f{z.) and regression line for the upper Black Sea
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and Loch Ness.

RESULTS AND DISCUSSION
Semi-empirical Ozmidov's model (1965) is used for calculation of the vertical diffusion
coefficient Kz:

Kz=C;e"Lo **, (1)
where C; = 0.1- the constant, ¢ =7.5vE? - the rate at which energy is dissipated per unit volume, v -
kinematic viscosity, E> =(8wdz)* +(6v/oz) - square of module of the vertical shift of horizontal
current speed, Lo = & ’N*? - Ozmidov's scale.

Ratio (1) is transformed easily to the following form:

Kz=0.75vRi". )

Vertical turbulent diffusion can be developed at condition Lo>Lg = v**&" - Kolmogorov's
scale.Maximal (critical) significance of the Richardson number Rij, at which vertical turbulent
diffusion can exist is equal to 7.5 and appropriate to significance Kz/v = 0.1 that is about equal to
the molecular thermal diffusivity coefficient kr.

Average significance of the vertical diffusion coefficient <Kz> with account of the
mentioned regression <logRi>= a, + a,2s + ;2.2 + a52. > =Rz is equal:
<Kz>=0.75v10™. (3)
Rz is equal to -2.54 in the top layer of the Black Sea and <Kz> =3.65cm?%s; atz. = 0.5,
<Kz> = 0.044cm?/s (3v); z. = 1 in layer of density jump and <Kz> = 0.0016 cm?/s (1.2ky); <Kz> =
0.0025cm?s (2kr) at z. = 1.5. Just so, the average significances of the vertical diffusion coefficient
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are close to the sizes of the molecular thermal diffusivity in the high gradient layers which are
formed in the Black Sea by intensive summer heating.

Statistical valuations of the vertical diffusion coefficient and parameters connected with
the vertical fluxes are especially important in this connection.

Thorpe (1977) has shown that probability distribution of the logRi values are close to the
normal (Gauss) in the Loch Ness. Calculations of the asymmetry and excess coefficients for the
logRi and logn significances for the Black Sea conditions have shown, that their sizes are relatively
small and correspondent to the Kolmogorov's criterion for normal probability distribution. So, the
ratio (2) is recorded in following kind:

Kz=0.75 v10™ W(x) = 2no? )** exp[-(0.5(x - x,)%/c?)],
logRi = x, <logRi> = x, , <(x - X,)*>=D(x) = 0*. )
Probability distribution of the Kz/v = Y values is calculated on the base of the common
rule of nonlinear transformations of stochastic sizes and has the following form:
W(Y)=0.173(cY)" exp[-0.56%(-0.124 - x, - logY)]. (5)
Analysis of the probability distributions W(Y) = f{Y) for various normalized depths has
shown, that they are characterized by significant positive asymmetry, which is displayed in
relatively slow reduction W(Y) at Y increasing (Fig.4).

1
20 —
=
= 1.5
10 - \
0 = e [ T I T !
-4 -3 -2 -1 0 1

logyY
Fig.4.Probability distribution W(Y) = f{logY) at various significances z..

W(Y) dependenses are possible to use for definition of the probability of the local turbulent
"flares” which are appropriated to certain vertical diffusin coefficient. Probability of these "flares",
appropriated to range Kz= 5...50cm?s is equal to 27% for near surface layer (z. = 0, <Kz> = 3.65
cm?s); at z. = 0.1 (<Kz> = 0.66 cm’/s, N = 0.0056 rad/s, T = 2=/N = 18.6 min); probability of
"flares", appropriate to range Kz = 1...5cm?s, is equal to 20%. Probabilities of formation of the
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local turbulent "flares” for high gradient layers are equal to 2.86% (z. = 1, density jump), 5.1% (zs
=1.5), 2% (z. =2) for Kz range 0.1...1cm¥s (such significances are usually used in hydrodinamical
models).

Thus, the high gradient density layers are difficultly obstacle for receipt of oxygen from
atmosphere on the depth more than 15-25 m and nutrients from deep-water layers to the top
euphotic layer of the Sea. Considerable reduction of the oxygen concentration and accumulation of
the nutrients in layers located deeper than density jump should be the chemical and biological
consequences of such regimes. Present hydrochemical data confirm to such picture.

Phytoplankton meal is executed in the top layer above the density jump, basically, at the
expense of regeneration of organic substance. The main source of reception of new production in
this layer is expansion of the nutrients through the high gradient density layers in the euphotic zone,
and the main mechanism of the such expansion is the mentioned local turbulent "flares”. The
probability distribution of vertical fluxes W(F) and their average significance <F> are calculated on
the next ratio:

W(F) = (vG)'W(EFNG), <F>=vG<Y>, (6) where G -
vertical gradient of considered biogenic element.
<F> value is equal to 0.77vG in considered case of the density jump in the Black Sea .

CONCLUSIONS

1.Analysis of the vertical diffusion characteristics in the upper Black Sea by summer
heating has shown that the effective vertical carrying (Kz = 0.1 - 1cm?s) in the high gradient
layers is executed mainly by stochastic local turbulent "flares”, probability of which is equal to
2...5%. The main diffusion processes background in the stratified Black Sea layer is the slowly
proceeding, languid processes of vertical exchange, speed of which slightly exceeds to the speed
of the molecular vertical diffusion. The exception is the thin near surface layer, where the average
Kz significances are equal to 0.6...3.65cm%s, and probability of the local turbulent "flares" is equal
t0 20...27% for large Kz significances in the range of 5...50 cm?s.

2 High correlation between logRi and logN. significances also with the similarity of the
logRi = f{z.), logN. = f{z.) characteristics permits to use for statistical parameterization of vertical
turbulent fluxes the density profiles, measurements of which are considerably easier than
synchronous measurements of currents and density profiles and archives of which are already
present for many natural basins.

Acknowledgements. The author thanks Professor Boris Shteinman from the Y.Allon
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Kinneret.
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Direct heat flux estimates in the oceanic boundary layer —
results from measurements with a horizontal profiler

Fabian Wolk
Joint Research Centre, Ispra

Rolf G. Lueck
Centre for Earth and Ocean Research, University of Victoria, BC

Introduction

Fluxes of mass, heat, and momentum are important factors of ocean circulation.
In the past, these fluxes have been estimated indirectly from measurements of the
dissipation of temperature variance, x (Osborn and Coz, 1972) or the dissipation
of turbulent kinetic energy, ¢ (Osborn, 1980). The “direct” measurement of the
vertical fluxes of scalars by correlation methods is a well developed technique in the
atmospheric boundary layer (Kaimal et al., 1972), but in the oceanic boundary layer,
these measurements are challenging because rigid platforms are seldom available. In
recent years, promising attempts have been made to directly determine the oceanic
turbulent heat flux from simultaneous measurements of the vertical velocity fluctuations
and the temperature fluctuations, w’ and T”, respectively (Moum, 1990; Yamazaki and
Osborn, 1993; Fleury and Lueck, 1994).

Here, we present data from direct heat flux measurements collected with
our horizontal profiler, TOMI!. With this contribution to the yet limited set of
direct observations of vertical oceanic fluxes, we are beginning to discern common
characteristics. When normalized by the Ozmidov scale, the co-spectra between w’ and

T' exhibit a universal character.

Observational Background

We tow TOMI at night in the oceanic mixed layer between 15 m and 25 m depth.
During the eight hour tow, wind speeds are between 8 ms™' and 12 ms™?, and the oceanic
boundary layer is loosing heat to the atmosphere at a rate of approximately 100 Wm™2.

The data are collected during Phase II of the Marine Boundary Layer Experiment, in

ITowed Ocean Microstructure Instrument
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April/May 1995 in Monterey Bay, California. w’ is measured with a conventional airfoil

probe (shear probe), and 7" is measured with a fast thermistor.

Instrumentation and Data Processing

The outputs of the shear probe and thermistor are filtered at 0.03 Hz with a zero
phase shift high-pass filter. This operation eliminates a small pyroelectric effect of
the shear probe, which is evident in regions of large horizontal temperature gradients
(e.g. temperature fronts). Thus, the smallest wavenumber resolved is 0.02 cpm (50 m
wavelength). The shear probe yields vertical velocity shear, dw/dz, from which the
vertical velocity is reconstructed by applying an anti-derivative (low-pass) filter. This

~ velocity signal is still contaminated by the motions of the vehicle and spurious irrotational
velocity signals induced by surface waves. These erroneous velocity signals are extracted
by applying a special motion compensation algorithm to the measured velocity signal
(Wolk, 1997). This yields the fluctuating vertical velocity w’.

Time series of the instantaneous heat flux are obtained by directly multiplying the
quantities w' and T". Average heat fluxes are computed by integrating the co-spectrum,
between w' and T’ over the wavenumber range to be resolved, here between 0.02 cpm
and 45 cpm. One flux spectrum is computed for a 1600-second record of w' a;nd T

The spectrum for one record is obtained by block-averaging the spectral estimates of

thirty-seven half overlapping data sections of length 64 seconds.
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Figure 1. Time series of w’' T" for a stably stratified region (upper panels) and a convective
region (lower panels).
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Results

Figure 1 shows time series of w’, T", and instantaneous w'T" taken from a stably
stratified region in the boundary layer (upper panels) and from a convective region (lower
panels). In the coordinate system chosen here, z is positive downwards, so that negative
value of w'T" represents either downward transport of cold water or upward transport of
warm water.

In the w'T" time series from the stable region, there are numerous examples of
upward heat transports (negative spikeé), but the average heat flux is downward. This
is indicative of wind driven boundary layer, in which turbulent overturns act in such a
way as to reduce the background temperature stratification. For the convective region,
the situation is reversed: most spikes are negative, indicating cold water is transported
downward, which represents an upward, non-local heat transport. The negative spikes
are caused by plumes of cold water sinking from the sea surface. The variance of the
vertical velocity in the stable section is approximately two times larger than in the
convective section. The temperature variance in the stable region is about 500 times
larger than in the convective region. For the segments shown, the repective avarage heat
fluxes are +950Wm~? (stratified) and -14Wm~2 (convective).

Figure 2 shows the ensemble averaged co-spectrum from stratified regions. The
co-spectrum represents the average of approximately 4.5 hours of data and it is shown as
a solid, heavy line (hereafter referred to as WL). Also shown for comparison, are the flux
spectra calculated by Yamazaki and Osborn (1993, solid thin line, hereafter YO) and
Fleury and Lueck (1994, dotted line, hereafter FL). The spectra are plotted in variance
preserving form, so that the area underneath the curve equals the total variance. To
facilitate the comparison, the magnitudes of the spectra are non-dimensionalized by
ga/e, where g is the constant of gravity, o is the thermal expansion coefficient, and ¢ is
the dissipation rate of turbulent kinetic energy. The wavenumber axis is scaled by the
Ozmidov wavenumber k, = L' = (2m)~'(N3/¢)'/2 (in cpm), where L, is the Ozmidov
wavelength and NV is the buoyancy frequency. The co-spectra of YO and WL, which
are fully resolved, both have their maxima at k,/2. In both studies, the maximum heat
flux occurs on scales of twice the Ozmidov length, even though the data originate from
different regimes: the WL data is sampled in an active mixed layer, while the YO data
is sampled at the bottom of thé thermocline. The FL spectrum is not fully resolved but

exhibits a similar slope at k, = 1 and thus lends support to the common characteristic.
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Conclusions

By employing a motion compensation algorithm, we are able to extract the
environmental velocity fluctuations w' from velocity shear data sampled with our
horizontal profiler. Correlation of w' with the fluctuating temperature T” yields a direct,
instantaneous estimate of the vertical heat flux. The average flux spectrum from a
stratified region oceanic boundary layer exhibits a peak at 0.5k,. Comparison with

previous studies suggests a universal character of the heat flux spectrum in stratified

environments.
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Figure 2. Ensemble averaged co-spectra (solid heavy line) from a stratified section. Show as a
comparison are the co-spectra obtained by Yamazaki and Osborn (1993) (thin line) and Fleury
and Lueck (1994) (dotted line).
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Near-Bottom Turbulence in the South Basin of Lake Baikal

Tom Ravens, Michael Schurter, and Alfred Wiiest
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Abstract

Daily near-bottom velocity bursts collected in the south basin of Lake Baikal (Russia) between December
1995 and December 1997 were studied. The inertial range of the velocity spectra was analyzed and dissipation of
turbulent kinetic energy estimated. Dissipation estimates in conjunction with velocity were used to estimate a
bottom drag coefficient (C,, =2.3 10°). Both linear and non-linear models of the kinetic energy budget were
developed to interpret and explain the data. Time constants for the under-ice decay of kinetic energy and
dissipation were 40 days and 28 days, respectively.

1 Bottom current dynamics

Near-bottom water velocity was measured for about two years (Dec. 1995-Dec. 1997) from a mooring in
the south basin of Lake Baikal in a water depth of 1380 m. The velocity meter was a 2-D acoustic velocity meter
(SACMB3, EG&G Marine Instruments, Burlington, MA). Velocity was measured at either 105 m (for the first and
fourth deployment) or 4 m above bottom (for the second and third, Fig. 1). Velocity fluctuations were much stronger
immediately above the bottom presumably a result of turbulence generated in the bottom boundary layer. Larger
scale (though less energetic) structures were visible 105 m above bottom. The velocity data indicated significant
damping during the periods when the south basin was ice-covered (Fig., 1a and 1b — the thick horizontal bars
indicating periods of ice cover). The time constant of the decay of kinetic energy under ice was about 38 days
(Table 1). By the end of the period of ice cover, the measured velocity fell to near zero (< 1 mm s™) confirming our
laboratory calibration. The velocity data following ice break-up indicated a relatively slow recovery of velocity in
spring 1996 compared to that observed in spring 1997. The faster recovery observed in 1997 may have been a
result of the stronger wind energy input seen that year (Fig. 1a). In the 2 months following ice breakup, the flux of
wind energy (10 m above water) was 0.087 and 0.141 W m? in 1996 and 1997, respectively. Assuming a typical
water velocity of 3 cm s”, a 1000-m water depth, and a 0.1% efficiency of energy transfer from wind to water, the
time scales for recovery of water kinetic energy, are 66 and 41 days in 1996 and 1997, respectively. Velocity
spectra (Fig. 2a) from energetic periods indicated a significant peak at 1.7 d'. The fact that this frequency
corresponds to the Coriolis frequency (=2 Q sin® =9.9 radd"' = 1.6 d" ) in conjunction with the fact that the peak is
missing during calm, low velocity periods (Fig., 2b), indicate that the Coriolis force is responsible for this effect.
Large scale eddies, with length and time scales of 5 km and 5 days, respectively, were also evident in the velocity
data.
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2 Dissipation estimation from the velocity spectra.

a) Method: Within the inertial subrange (between the energy containing range and the dissipative range), the
velocity power spectra (E(k)) shows a ™ dependence and is related to the rate of dissipation (e) by the

expression:

E(k) = wZIJk—SI:"

where k is the radial wave number (radians m”) and « is the three-dimensional Kolmogorov constant (o = 1.56

(Wyngaard and Cote, 1971). Typically, one-dimensional turbulence only is measured. Assuming isotopic
turbulence, the velocity spectra are written:

— oy 22137, =513
¢ =0Ek,

203, =513
P =@ =0a,€ ! k,

where ¢,,is the spectra of the longitudinal velocity, ¢,, and ¢,, are the spectra of the horizontal and vertical
transverse velocities, respectively, a,=18/55a, o, =4/3a,, and k, is the one-dimensional radial wave number.
Initially, velocity spectra were calculated in the frequency domain. Then, the Taylor's frozen turbulence assumption
was invoked to convert the spectra to the radial wave number domain. The distance above the lake bottom of the
velocity sensor (h_,,) established the minimum wave number (2n/h__ ) at which isotopic turbulence could be
expected and the above relations would be valid. Following Terry et al. (1996), ¢,, k** was calculated producing a
“flat spectrum” from which dissipation mean and standard deviation could be readily calculated. Only dissipation
estimates greater than the standard deviation were used.

The dissipation estimates ranged from 10" Wrkg to 10® W/kg (Fig 1d). They were greatest in the second
and third deployments where the velocity sensor was only 4 m above bottom. Under ice cover, dissipation
estimates showed a marked decrease with a 28-day time constant (t, = 26 and 30 days in the 1996 and 1997 ice
coverage periods, respectively). Given that dissipation (Diss) goes as the cube of velocity and kinetic energy (KE)
as velocity squared, . = 1.5 1, and the corresponding kinetic energy time scales are 39 and 45 days for the

1996 and 1997 ice coverage periods, respectively. These results are in very good agreement with those of section
1, and we can conclude that the time scale for energy decay is 7. =40+ 3 d.

In the second and third deployments, when the velocity meter was 4 m above bottom, the
dissipation estimates were found to be linearly related to the cube of the velocity magnitude (U*) (Fig. 3).
This suggests the velocity meter was in the logarithmic layer where the dissipation can be written: g(z) =
(t,/p) (BUMRZ) = u’kz = C,*U,* Iz = C,.'* U, ‘/xz where 1, is the bottom shear stress, u. is the friction
velocity, k (= 0.41) is the von Karman constant, C,, and C, are the 4-m and 1-m drag coefficients, and U, ,
and U,m‘ are the velocity magnitudes at 4-m and 1-m above bottom (Imboden and Wiiest, 1995). Linear
regression of the data in Figure 3 lead to C,, estimates of 1.5 and 1.8 x 10™ for the second and third
deployments, respectively. Using the law of the wall relationship, C,, = C, (In*(4/z))/(In’(1/z)), C,,
estimates of 2.0 and 2.7 x 10”° were made for the second and third deployments, respectively. The bottom
roughness parameter, z,, was assumed equal to 0.1 mm, approximately equal to 0.1v/u. (the roughness
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parameter associated with smooth turbulent flow). Order of magnitude variation in z, lead to only a 10%
variation in the C,_ estimate.

3 Kinetic Energy

The measured near-bottom kinetic energy (throughout the four deployments) was compared with a
linear (quasi-steady) model which assumed a balance between wind energy input (E_ = f_, P,)) and decay of
water kinetic energy (E/z), where f_, is the fraction of wind energy at 10 m (P, = T, U,..) which enters the
water and t is the energy loss time constant. The model was optimised when f_, was 1.05 10®° and = 50
days (dashed line in Fig. 1c). In addition, a non-linear model, which (more realistically) assumed a kinetic
energy loss that went as E* ( ~ U°) was considered (i.e., f,, 7, U, = C E ') where C is a constant. This
model was optimised with f,, = 0.0014 and C = 9 x 10 . From the constant C, a time constant of 53 d was
obtained (v=C ™ E, " where E,_ is the average kinetic energy = 5.9 x 10~ m’s?). The mean square error
of the models was 5.3 x 10™ m*s®and 5.5 x 10™* m’s® for the linear and non-linear models, respectively.
Considering the whole data set, the time constant for decay of kinetic energy was a little greater than that
dbserved under the ice. This may be because the ice provides an additional surface with which to dissipate
energy.

4, Conclusions

° The kinetic energy balance was reasonably well represented by a linear model which assumed
that 0.1% of the wind energy (at 10m) was transported into the water and assumed a time
constant of 50 days.

° The kinetic energy balance (as well as accompanying microstructure measurements, see below)
indicate that bottom boundary layer dissipation accounts for about of the deep water (below 250
m) dissipation in Baikal

° The decay time constants of kinetic energy and dissipation under ice in the south basin are 40 d
and 28 d, respectively.

. Dissipation estimates ranged from 10™to 10° W kg™.

o The one meter drag coefficient (C,,) was 2.3 10°.

® At times of relatively high velocity (under open water conditions), most of the variance in velocity

was at the inertial frequency.

NOTE: The above work is a part of the paper: Small-scale turbulence and diapycnal mixing
in the stratified deep water of Lake Baikal by O. Kocsis, T. Ravens, A. Wiiest, and N.

Granin (in review)

34

Umweltforschungszentrum Leipzig-Halle, UFZ-Bericht 23/T998



*90} JOPUN UOYEA|SSIP WOROG-1ESU JO ABS3D BY) pauIWIBIBp "1 199) Jepun (g/<,in>) ABisua ojeun jo Aeoep 8y} woij peuluLlep ™1 (y)
“(MOT) IIEM U jo meT] Buiunsse payoauios 004n pue 0015 _Amoo:_v 00}5d = 199 Buisn Aq paunweiep st 199 (g)

‘poyiew uonedissip [enJaur ayy Buisn Aq woyoq enoge y ybiey je Un suonenjony) juauns ayy woiy paujuneiep st dla ()

‘wuw 10 = 0z yum Oz uy(Qzawy)up Vo = Yo o) upioooe pajejnojes

st Yo ‘.01 g2 = Wty lwopoq exe| eroqe yybiey=y pue .c:m___.._o = *N ‘JUBJSUOD UBLLE)] UOA 8Y} SI Ly 0=> BIYM '(UM)/ o.N = MOz Buisn Aq <.Yn> woyy peujwseiep st MOy W)
LLL G6 g6 SOL/v usdo (8bt) senjep
44" 2T6E £5 £ SOLY 99 (a02) ueap
98 i roFZl 850° 1 S04 usdQ (se1) 16711922622l
90L - = IS S¥GEL Lok €2 4 uadp (22 161616782
28l Sy 6e 59 LEFVVL o'kl sg v 89| {oot) 1671216V L)
LLL = = A} R 1've e # usdp (002) 16'1'91-96'9°0¢8
901 6¢ 8¢ Is L'o¥82 8€0° 1S S0l 9| (901) 96'G'£-96°L'81
=] X 5 20l £0F26 L0 20t 501 uedQ (8€) 96'}°L1-G6CL'B
(sS,w) (9] (p) Lumr B .01 Bim .01 o[, .swoa) (w) P
SM (p) "205'L ()" ©"d @< w<> <Yn> e woyog anoqe Jerem yibua 0j-wol4
PUIM oy AeseQ uopedissiq -Ing woypog 4y wybieH uado/ao)| . pousd

*166} pue 966} Bupnp eouejeg 3L eyl jo Klewwng :1 ejqeL

35

Third Workshop on Physical Processes in Natural Waters




n
o

] T
— eSS gress P e eae g
[
E15F
®
;-:_ 10
25
S
0 L
16.03.96 24.06.96 02.10.96 10.01.97 20.04.97 29.07.97 06.11.97
10
% sk
t 5
s
= 0
e
3 -5
-10 .
16.03.96 24.06.96 02.10.96 10.01.97 20.04.97 29.07.97 06.11.97
Ok 50 T T T T T T3
E 40+
=30+
&
c 20
210
Q -~
[ = - -
2 | - h 1
16.03.96 24.06.96 02.10.96 10.01.97 20.04.97 29.07.97 06.11.97
o T T T T
S| .
: ﬁ* R v::ﬁ.f* ef o
2 * T ** .
5 il i a2 *g, @ B8
é *® ** .{* 2! R
g : e @
& I I
°© 16.03.96 24.06.96 02. 10 96 10, cn 97 20. 04 97 29.07.97 06.11.97

time

Figure 1:

(@) Upper panel: Wind speed throughout the time of the four velocity meter deployments: 8 Dec. 95 to 3
May 96, 28 Jun 96 to 11 Dec. 96, 12 Dec. 96 to 8 July 97, and 9 July 97 to 26 Nov. 97. The two thick
horizontal lines indicate the time of ice cover. The light vertical lines demarcate the various
deployment periods.

(b) Second panel: The north (lower line) and the east component (upper line) of velocity during the four
deployments. The position of the velocity meter was 105 meters above bottom in the first and fourth
deployment and 4 meters above bottom in the second and third.

(c) Third panel: Measured kinetic energy during the four deployments (solid line). The dotted line
indicates the linear model calculation.

(d) Bottom panel: Dissipation rate during the deployments based on analysis of the inertial subrange of
the velocity spectra.
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17 - April 27, 1997). Under open water conditions, where the currents are higher, a spectral peak at 1.6
days” is visible. The peak is not visible during ice-covered calm periods.
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Figure 3: Dissipation versus the cube of velocity (U°) during the second (+) and third ( ) deployments. A

near-linear relationship is evident suggesting that these velocity measurements at 4-m were in the bottom
boundary layer.
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1. introduction

During the past decades, various turbulence closure models such as bulk models (e.g., Kraus and Turner, 1967) and one-
or two equation differential models (such as k-1 and k-€) for the simulation of the dynamics of natural basins have been
developed and applied. Most of these models are focused on an accurate prediction of the mixed layer depth. In stratified
lakes, major difficulties arise below the thermocline for 1-D versions of such models, because TKE breaks usually down
and diffusivities fell to molecular values; in contradiction with experimental observations.

This contradiction has been explained by the fact that part of the kinetic energy introduced at the water surface by wind is
transferred to internal seiches and becomes therefore indirectly available for turbulent mixing. A common solution is the
introduction of a minimum threshold value for TKE, an approach, which does not allow for any variations of TKE within
and below the thermocline.

The present approach was motivated by experimental observations (temperature microstructure and dye tracer
experiments) in Lake Alpnach where was shown that (1) hypolimnetic dissipation rates increased according to wind
excitation and decayed with a typical time constant of approx. 3 days (Gloor et al., 1998) and (2) that vertical mixing in
the hypolimnion is predominantly determined by mixing near the bottom boundary (Wiiest et al., 1996).

Therefore our lake model comprises not only a k-¢ turbulence closure scheme but also an additional simple seiche
excitation and damping model. This seiche model with wind forcing and bottom friction as energy source and sink,
respectively, is added to compute the diffusivity below the thermocline of the basin. In a first application, the temperature
stratification and turbulent diffusivity in Lake Alpnach and Lake Baldegg were modelled. Results show that the lake
model is appropriate for the simulations of deep, stratified basins.

2. Modelling Approach

The host model is adapted from the buoyancy-extended k-e model (Rodi, 1984) to describe the vertical density structure
and mixing. As this has been already described in detail elsewhere (Burchard and Baumert, 1995), we confine ourselves to
a brief description of the framework.

The one-dimensional model equations are based on the assumption that horizontal gradients are negligible, which is
usually the case for small or mid-size basins. In the one-dimensional vertical model (z-axis pointing upwards) the basic
set of equations for temperature T, mean horizontal velocity components with respect to x and y, u and v, turbulent kinetic
energy per unit mass (TKE) £, and the dissipation rate of TKE ¢, are:

oT 1 dFy l_&_( ; _BT] (1)
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u 138 Bu g _li[ av]
Bt "Aaz("("‘” az]"f" o~z Al g ) A @
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)

de 127 73
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where A represents the surface area of the lake at the depth z, Fis; the short-wave solar irradiation. ¢, [W kg'] is the
production of TKE due to internal seiching (see below). All other definitions, boundary conditions, and discretization are
equal those in (Burchard and Baumert, 1995), except the boundary condition for temperature, where measured surface
temperatures were prescribed.

The balance of total energy E, ., per surface area [J m™] of an internal seiche can be described as:

()

== PW=|""" b5Psiche
Zbowom

where PW and ¢,P,,.,. [W m"] are the source and sink of seiche energy by wind excitation and bottom friction,
respectively. Wind excitation is parameterized as
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(6)
PW = upm-.-CwG“lJul +l"*3°l)

where pyjr is the density of air, u,, and v,, the wind speed measured at a height of 10 m above the water surface, and c}g
the drag coefficient (0.001 - 0.0025, depending on wind speed; Amorocho and de Vries, 1980). The model parameter a
measures the portion of total wind energy, which is consumed for the production of internal seiches and depends mainly
on the magnitude of the mixed layer H, of the water column. Assuming that the loss of seiche energy is entirely balanced
by dissipation, o can be approximated by the average ratio of dissipation & to wind energy flux at the surface. For the
ocean (10~ 8 m 5", & integrated over the stratified part of the water column = [,_'™ ~ 0.5 mW m” (Gregg and Sanford

(1988)), Hg =~ 100 m) this ratio is approximately 0.001. For lakes, where the thickness of the mixed layer is much less (Hg

~ 5 m), a. is approximately 0.01 (A. Wiiest, personal communication, based on Wiiest et al. (1996)). Thus, acceptable
values for a should lie within this interval.
The bottom friction term P, ., (flux of energy from the boundaries) was parameterized similar to Gloor et al. (1998):

Z ¥
L::, ¢SPSeiche =0y Ej/z ™
where v is a damping factor, which depends on the friction coefficient and the basin geometry (mainly the mean depth of
the hypolimnion). Assuming a logarithmic velocity profile above the lake bottom, the loss of seiche energy is
approximately:

: ®

oE
= PoColU 39'3

where Cp, is the bottom friction coefficient. The constant Usp can be estimated by taking the total kinetic energy of the

seiche into account. Assuming that the temporal mean over a seiche period of potential energy equals the temporal mean
of the kinetic energy, E is given by:

= R A 2
E-—ZEH_~;L_A5US-pdzzpoh-UQ 9

where h is the mean depth of the lake (i.e. total volume divided by lake surface), Ug the temporal mean of the absolute
horizontal velocity, and Ugg the horizontal velocity at the basin bottom. Thus y is given by:

(10)
v=Cppo V2H ¥

In order to verify this parameterization, the decay time 7, for internal seiche energy (which can be easily deduced from
Eq.5and 7)

T Seich =__2£Ji (11)
s T‘VESBIcke(‘=0)

was compared with the value obtained from Lake Alpnach (t,, = 3 days (Gloor et al., 1998). The mean depth h was
known from lake volume (0.10 km’) and lake surface (4.76 km’)). Simulations of Lake Alpnach (see below) yielded £,
~20J m”. Assuming a bottom friction coefficient ¢, =0.002 (Elliot, 1984), 1., was estimated to be 4 days, in reasonable
agreement with observations. The distribution function of seiche energy ¢, was derived from theoretical considerations
and from measurements in Lake Alpnach. As bottom friction is the main factor for seiche damping (Gloor et al., 1998,
Goudsmit et al., 1997), ¢, should be proportional to the bottom surface area per volume at depth z. This is equal to a
constant flux of TKE from the bottom boundary layer into the water column. However, theoretical considerations and
measurements have shown that the system mixing efficiency y,,,, i.e. the amount of kinetic energy used for buoyancy
production, strongly varies with stability M. Figure 1 sows the variation of y,,, and N* with depth in Lake Alpnach. From
this point of view, ¢, was parameterized to be also a function of N':

¢s=c_}%w : (12)
where c is a normalization coefficient, i.e. | ¢.dz =1, and q [-] a model parameter. The differing dynamics of mixed
layers over a sloping bottom boundary as compared to the flat bottom near the deepest site of the lake may be the reason
for the increase of the system efficiency with decreasing depth and increasing stability. Mixing over a flat bottom at the
deepest site of the lake where a quasi-stationary layer persists is inefficient. In contrast periodical generation of well-

mixed layers and their subsequent intrusion into the lake interior offers the possibility of mixing repeatedly restratification
which is more efficient.
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3. Application of the Model

As a first test, the model was applied for Lake Alpnach during the period of approximately three weeks in summer (June
18 —July 9, 1995). The lake water temperature was measured quasi-continuously by two moored thermistor chains
(Aanderaa, Bergen, Norway). Additionally, meteorological quantities such as wind speed, air temperature, and solar
radiation were measured by a weather station (Aanderaa, Bergen, Norway), installed at the airport near the lake.

In Figure 3 (lower panel), a contour plot of the measured temperatures shows the pronounced oscillations in the
hypolimnion of the internal seiches in Lake Alpnach. As shown in Figure 3, the simulated temperatures are very close to
the observed values. As the oscillations of the internal seiches are not included explicitly into our model, the simulated
results lack this effect. However, on larger time scales, deviations are relatively small.

In order to compare vertical transport in the hypolimnion, turbulent diffusivities v. computed using the budget-gradient
method (Powell and Jassby, 1974). As shown in Figure 2, the temporal average values of simulated v, (line) is in
reasonable agreement with the observations (dots).

In a second application, the thermal stratification and mixing processes is the upper layers of Lake Baldegg was modelled.
Lake Baldegg is a eutrophic lake on the Swiss Plateau, approximately elliptical, and has a maximum depth of 65 m. Due
to intense eutrophication problems, the lake has been artificially oxygenated during summer and airated during winter
since 1982. Like in Lake Alpnach water temperature was measured quasi-continuously by a moored thermistor chain at a
sampling rate of 0.1 min" from 1 to 16 m depth for a nearly two-year period. Additionally, two meteorological stations
were installed near the lake shore. Below 16 m, mixing and stratification is strongly influenced by artificial aeration and
oxygenation, which was not accounted for in the model. As shown in Figure 4, the model results are in good agreement
with the measurements. Some slight deviations occur in the thermocline, which may be already influenced by the aeration.

0 i ; r 5 ; ;
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i ] 30F ]
0F i
35'E . : - ' BT 3 = 1
10°  10° 00001 0001 00L 0.1 1 I 19 e 0.000
N s, 7o [ v, [m™s7]
Figure 1: Stability (N°) and system mixing efficiency Figure 2: Comparison of diapycnal diffusivities using
% I Lake Alpnach during June 18 — July 9, 1995. heat-budget method (dots) with average model results
™ (line).
. 168 170 172 174 176 178 180 182 184 186 188

Time after 1.1.1995 [days]

' Figure 3: Simulated (upper) and measured (lower) temperature distribution in Lake Alpnach from Junc 18 —July 9, 1995.
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Figure 4: Simulated (upper) and measured (lower) temperature distribution in Lake Baldegg from March 1995 - October
1996.
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Numerical Studies of Lake Baikal Hydrodynamics
E.A Tsvetova

Institute of Computational Mathematics and Mathematical Geophysics ,
Siberian Division of Russian Academy of Sciences, 630090, Novosibirsk

The construction of the numerical models of Lake Baikal hydrodynamics is
fulfilled in the frames of a concept which consideres interactions in the system “lake -
atmosphere of the region” for ecology and climate (Penenko, Tsvetova, 1998). Due to
the concept interactions in a wide range are taken into account. In the atmospheric
part a hemispheric model and a mezo-regional model are developed. The former is
used as a background for the latter. The lake part includes some models of various
complexity. A set of numerical models is used to investigate the main features of lake
hydrodynamics. It includes 2D and 3D models for the whole lake and local zones. The
most developed of them is a 3D multilevel, primitive equation, free surface, hydrostatic
numerical model which is applied to the simulation of overall lake circulation. A
scenario approach is involved to take into account climatic atmospheric data as an
external forcing.

The atmospheric and lake parts are oriented to investigate problems of pollu-
tion. That is why the hydrodynamical models are supplemented by models of transport
and dispersion of pollutants. In the atmospheric part the processes of chemical trans-
formation are also taken into accountl (Penenko, Tsvetova et al.,1997). Previously the
atmospheric and lake parts have been developing separately. And now a combined
model is in progress. |

From the mathematical point of view, the realization of all the models is
based on the same principles: variational formulation , splitting technique, domain de-
composition. The variational formulation gives an integral identity that cooperates the
systems of equations with boundary and initial conditions. It is the base for all further
constructions. Following some rules, we can derive numerical approximations of given
properties and quality from it. The splitting technique is a well-known and widespread
powerfull mean to solve' complex problems. It allows to reduce an initial problem to
the series of less complicated problems.

The present report is primarily concentrated on some results concerning the lake

part of the system.
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Non-hydrostatic model

The non-hydrostatic numerical model is specially developed for better
understanding of deep lake physics. The focus is on convective processes and
natural phenomena like thermal bar. This phenomenon occurs twice a year in the
lakes of the temperate latitudes due to the anomalous behavior of fresh water den-
sity. It manifests itself as a dynamical front of temperature and density that separates
the nearshore waters from the open lake. These two water masses posess different
properties, especially in stability conditions. In the vicinity of the front the conver-
gence and sinking of water may be observed. In deep lakes the thermal bar has
some specific features because a decrease in the temperature of maximum density
with increasing pressure or depth has essential influence on all processes in such
lakes.

The statement of the problem is done under the assumption that all three
components of vector velocity are included but the gradients of the state functions in
y-direction are omitted. This assumption seems to be acceptable taking into account
the fact that measurements display that the main changes are in the direction per-
pendicular to the front, and moreover, that characteristics in the parallel direction
are sufficiently uniform. The system of equations has the form

qu - £ Bt 5 2 e et S I
dr o B pé’x+§zvé’z+ﬁxAé’x’
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or

at the lateral boundaries: u=v =w = O’W =

0,

or

at t=0: u=v=w=0,—é,-w=

0.

Here most of notations are common, except for a few ones: p’ is the pressure devia-

tions from hydrostatic values when system are at the given 70 and s,

1 and k are the components of the Coriolis force, y is the adiabatic lapse rate, —5% is

Vi

the co-normal derivative, N = ycos(n,x)é,—i + W cos(n,z)a—i, n is the outer

normal vector to the boundary.

With the help of the described model a series of numerical experiments has
been done for the simulation of thermal bar in conditions like those in Lake Baikal
(Tsvetova 1995,1997,1998). The results show that the model reproduces the main fea-
tures of the phenomenon. Due to the heat flux through the surface the front forms which
gradually moves from the shore to the center of the domain. An intensive downwelling
is in the convergence zone while upwellings occur near the far boundaries of convec-
tive cells.

Combined use of models and data of measurements

There are some ways to describe the natural processes. One is to collect and
analyze the data of measurement. A second one is to design a mathematical model and
make numerical experiments. It seems, a remarkable progress can be reached if we
move along a third way: to combine data of measurement and modeling.

In our concept of lake-region system two possible procedures of the combined
use of data and models are considered and realized. They are based on the methods of
inverse modeling . The procedures are started with the construction of a quality func-
tional which consists, at least, of two terms that define a measure of deviations of the
computed values from the measured ones and the model errors. Then 2 minimum of the
functional with respect to input parameters and the state functions is found out. In
general case this optimization procedure can be realized by means of gradient-type
methods using the sensitivity functions of quality functionals with respect to the varia-
tions of input data. For the calculation of the sensitivity functions the adjoint prob-
lems, that correspond to the choosen functionals, have to be solved. The adjoint prob-

lems and sensitivity functions give a possibility to realize direct links between the
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variations of quality functionals and the variations of the parameters to be found. This
technique is comparatively simple but it needs huge power of computers.

The second algorithm, that we propose, can be used as a mean for fast data as-
similation. Unlike the first one, the local optimization of the quality functionals is done
with respect to the current phase trajectory of the system. As for realization this proce-
dure in combination with the splitting techniques is the most effective remedy at the
present time.

Using this approach the philosophy of model verification, validation, calibra-
tion etc. should be changed. As a model and data take part in the process of solution
simultaniously the errors of the model show the quality of the latter. From the other
hand, the optimization procedure gives a minimum of the quality functional. And if
this minimum has been reached but the residual of the model are greater than an ad-
missible value, it is nesessary to revise the model. The optimization procedure allows
to find the key parameters of the model which are responsible for the description of the
process under investigation. *

The research reported in this paper was supported by Russian Foundation of
Basic Research Grant 97-05-96511. The author’s participation in the conference was
partly sponsored by research funds of the Ministry of culture of the state Sachsen-
Anhalt.
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Comparing two topography-following primitive equation models
for lake circulation
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1 Introduction

A precise three-dimensional prediction of water quality is always based on a reliable turbulence closure
and requires stability of the hydrodynamical model over a large range of horizontal and, in particular,
vertical turbulent diffusivities. The most severe time step limitation arises from the vertical CFL
criterion and may be overcome by the formulation of (semi-)implicit temporal integration procedures.
However, there are still other effects discussed in this paper that are related to the small length scales
of a lake that make it a difficult task to economically integrate the shallow water equations in a lake
over several months.

In this paper we shall compare two such models and test their applicability to the calculation of the
wind forced response of a lake or a reservoir. Both are based on SPEM by HAIDVOGEL ET AL. [4] and
HEDSTROM [5] but have been slightly modified to suit the special conditions envisaged by us.

Model A is a semi-implicit generalized o-coordinate model and employes a vertical finite difference
technique (see SONG AND HAIDVOGEL [6]). It has been modified by GUETING [3], and a k-e-closure
has been added. However, here the specialities of turbulence closure will not be discussed.

Model B is the original semi-spectral o-coordinate model (SPEM) that uses a vertical Chebyshev
polynomial expansion. It has been modified by WANG AND HUTTER [7] to allow for a semi-implicit
(vertical) time stepping of either Crank-Nicholson or backward Euler type. In the horizontal direction
both models employ an identical centered FD discretization on a staggered Arakawa grid in connection
with a conformal mapping of the irregular shoreline to a rectangle to achieve higher smoothness of the
horizontal boundary conditions.

2 Model Formulation

Common numerical techniques for the solution of the shallow water equations employ a Cartesian
coordinate system where the vertical grid size can be easily arranged to allow higher resolution in regions
of strong gradients in the surface layer of a lake (epilimnion) and near the thermocline (metalimnion).
However, in this approach the bottom topography has to be approximated by a series of steps which
may lead to difficulty in applying the flux boundary conditions and also induces instability.

Since varying topography and sediment exchange processes play a crucial role in lake modelling
we use a model with generalized vertical o-coordinates (“s-coordinates”) that follow the bathymetry
and greatly simplify the computation and formulation of the flux boundary conditions. Through the
s-coordinates a stretching factor Hy and extra terms are introduced to the shallow water equations.

To sidestep the approximation of an irregular lateral lake boundary by a horizontally Cartesian grid
and to avoid the interpolation of lateral boundary conditions to the numerical boundary both models
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make use of a horizontal conformal mapping. The resulting curvilinear boundary-following coordinate
system is able to provide a spatially variable horizontal grid resolution. We used a software-package
developed by WILKIN AND HEDSTROM [8] for the generation of the two-dimensional orthogonal grid.
For lakes that have a suitably smooth boundary this package provides the metric coefficents m and n
of the conformal mapping from an irregular lake shoreline to a rectangle.

Stability of the numerical models is strongly related to the diffusive terms, representing the diver-
gence of the turbulent fluxes. The diffusive turbulent fluxes F! for heat and momentum have been

)
formulated by gradient laws. They can be written in s-coordinates for a dummy variable ¢ (either u,v

or T as follows:
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where Dy and Dy are the horizontal and vertical turbulent diffusivities, respectively, and £ and 7 the
(mapped) horizontal coordinates. In contrast to Cartesian models (see, e.g., CASULLI AND CATTANI
[1]) in o-type models always extra flux correction terms appear (in this case the second terms in
the brackets of (1); and (1); and the first two terms in (1)3). Without these extra terms and without
coordinate transformation (n = m = Hy = 1) the traditional form of the fluxes in Cartesian coordinates
may be discovered.

The vertical (s-) derivative of the third term in (1); is the only one that is treated by an implicit
time-stepping scheme in our models as to remove the most severe time step limitation. An implicit
scheme on the vertical divergence of the additional flux correction terms could be performed only at
extremely high costs since they involve mixed horizontal and vertical derivatives.

It is clear that in all o-type models these terms, to which in this case only an explicit scheme is
applied, will be an extra soure of numerical instability. We found that the maximum stable timestep
in our model runs was reduced by a factor of three to five by the flux correction terms. However, in
topographical coordinates the boundary conditions can be formulated in a smoother way compared to
step-like Cartesian models. Therefore both models require only very little numerical smoothing and all
types waves may be recognized without beeing damped immediately (see below).

Note that the linear system arrising from the implicit procedure leads to a tridiagonal, easily solvable
matrix in model A (FD), but to a fully occupied matrix in model B (SP).

3 Accuracy, Stability and Performance

The convergence of each model and the difference between model A and B have been analyzed in terms
of a rms-error. Since the horizontal discretizations in both cases are identical we introduced a local
volume-weighted rms-error for each vertical column of N datapoints. Further, a global measure of error
was introduced by defining a global rms-error as the area-weighted average over all L x M horizontal
grid points. :

We compared the convergence of both models by means of the global rms-error of the velocity fields.
The values at the collocation points of model B have been interpolated to the collocation points of model
A by Chebyshev polynomials, if necessary. We found that for a sufficiently high vertical resolution the
local rms-error between both models could be made less than 1% at all points. This indicates that both
models reliably solve the shallow water equations. :

Fig. 1 (left) showes the convergence of both models with decreasing vertical grid spacing. According
to the theory of spectral methods (see, e.g., GOTTLIEB AND ORSZAG [2]) model B exhibits an extremely
fast convergence, whereas model A (with vertical centered finite differences) shows an approximately
quadratic convergence.
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Figure 1: Global rms-error of the velocity field with increasing number of vertical grid points N in Lake
Ammer (left) for Model A (FD1: o-coordinates; FD2: generalized o-coordinates) and model B (SP).
For the reference run (error =0%): N =60 (FD), N =20 (SP) and At=10s). The right panel shows
the time required for one time step on a pentium computer.

The right panel of Fig. 1, however, reveals a great disadvantage of the spectral model: As mentioned
above, for each implicit time step, in general, a fully occupied matrix must be inverted leading to an
integration time that grows quadratic with increasing grid resolution N, whereas in the FD-model only
a tridiagonal matrix has to be inverted. For a moderate global error of 1% (N=6 SP, N=30 FD) the
integration CPU-time for one time step was 1.1s for the FD-model and 1.5s for the spectral model. The
actual calculation time for a particular simulation, however, depends on both the intergration time for
one time step and the maximum time step size. With a maximum stable time step for Lake Ammer of
90s for model A (FD) and 190s for model B (SP) the actual calculation time for the spectral model is
smaller by a factor of ~ 1.5. We want to point out that this is only a rhough estimate that depends on
a number of factors like smallest gridsize, error requirements, machine architecture and solver.

It may seem from the above that the spectral model B is slightly superior in view of stability and
accuracy. However, we found that the Chebyshev polynomials show high sensitivity to large gradients
in the thermocline leading to negative diffusivities in the k-e-model and thus violating the entropy
inequality (see GUETING [3]). This seems to be a crucial disadvantage of the spectral model from a

practical point of view.

4 Results

Concluding we very briefly discuss the response of Lake Ammer to a Heavyside wind force from South
with a typical Summer temperature stratification. We used sinusoidal diffusivities in the epilimnion
and small constant diffusivities in the meta- and hypolimnion.

Fig. 2 (left) shows the longshore velocity at the mid points of the western shore as a function of
time. From the graph one of the two main types of waves may be identified: The “seiching” with the
first baroclinic mode of a period of T; =~ 25h is caused by a superposition of two Kelvin-type waves
circulating counterclockwise around the basin.

Evidence of the second, Poincaré-type waves, can be found in the whole basin. The right panel of
Fig. 2 shows an oscillation in the transverse component of the velocity with a period T, ~ 3.75h in the
middle of the lake that may be interpreted as a standing Poincaré-type wave. This oscillation can be
found at almost all points of the basin. After three days the hypolimnetic oscillation has almost come
to an end and the thermocline must have tilted sufficiently to set up a hydrostatic pressure gradient,

48

Umweltforschungszentrum Leipzig-Halle, UFZ-Bericht 23/1998



v at é= 1 and =30

5

\ s/-\_/
J’\) \7\/

u at ¢=10 and n=30

s 0 o
® o

©

-
] L

u* 10! em/s
~n W

s T2k
-2z k
-3.2 F
-4 .2 F
g G e IO e S 5.2 ; :
2 12.2 24.8 3.8 48.0 62.0 72.2 @ 12,2 242 36.0 8.2 8.0 72.2
time [hours] time [hours]

Figure 2: The longshore component of the velocity (iop) at the western and eastern shore at the depth
levels of 3m and 5m. The bottom panels show the velocity in the middle of the lake at the depth levels
of 3m, 5m, 10m, 25m and 50m. Position labels are shown in the upper right corner of the plots.

V(Z = .0,DAY = 3.00) V(Z =-10.0,DAY = 3.00) V(Z =-30.0,DAY = 3.00)

LTIl |
wrre it
e ea sttt
ey caantit
eyttt

Ay, antlly

il

e e 1

i {q..._
TR e
ke ”\ll\
e

1821 1.142 5.378E-01
pdl i, e
max. velocity [em/sl max. velocity [cm/s] max. velocity [em/s]

Figure 3: Currents after three days of baroclinic simulation in L. Ammer at depth levels of Om, 10m
and 30m (form left to right)

which just balances the surface stress. At this stage of motion the hypolimnion does not counter the
surface flow any longer by a motion in the reverse direction. Thus the motion changes from a whole
basin circulation to two closed vertical gyres, one each in the hypolimnion and the epilimnion, and the
counter flow occurs in the metalimnion as displayed in Fig. 3.
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Density measurements in mining lakes

M. Schimmele
UFZ Centre for Environmental Research, Briickstr. 3a, D-39114 Magdeburg

Introduction

Post mining pit lakes vary in their contents of dissolved substances (Schultze & Geller 1996,
Schimmele 1995a). Especially the strongly acidified lakes (pH < 3) show high concentrations
of sulphate and iron (Friese et al. 1998). The chemical composition influences the
measurement of some properties, e.g. electrical conductivity (Schimmele 1998), in these
waters. Furthermore it affects directly the density structure and the light climate and therefore
the suatificati'on, the biological development, and the formation of oxic/anoxic layers
(Schimmele 1995b). This paper deals with the influence of dissolved substances on density in

mining lakes. Particles and especially the internal production of particles are not considered.

Methods

Water samples were taken at various depths and at various seasons and transported to the
laboratory cool and dark. Samples, where reaction with air could change conductivity or
density, respectively, were treated under Argon — atmosphere. For density measurements 7 ml
of the samples were injected in an temperature - controlled u-tube-oscillator (Anton Paar,
Graz, Austria) by a syringe. Oscillation frequencies were determined at least 5 times and
averaged. Due to outgassing at higher temperatures and particles in the samples, which disturb
the measurement, relative uncertainties were usually about 210 - 5:10 (instead of 2-10°® for
clear water) with higher values at higher temperatures. The uncertainties of el. conductivity
k25 stem mainly from the tefnperature correction and are about 1% or less (see Schimmele
1998). The contribution of gases to density in air saturated samples is in the order of 3-10°
(Millero & Emmet 1976). Therefore in this case the major effect of outgassing of surface
samples is the disturbance of the measurement itself. Chemical analysis are described in
Herzsprung et al. (1998) and Friese et al. (1998).

Results and discussion
Figure 1 shows the relation between el. conductivity k25 and density at 5°C together with
calculations from temperature and el. conductivity after Biihrer & Ambiihl (1975) for fresh

water and Fofonoff & Millard (1983) for seawater. It can be seen that these relations do not

hold for mining lakes. In most cases, measured densities are higher than calculated.
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Fig 1: Relation between el. conductivity x25 and density at 5°C (o1 = density — 1000 kg'm? ) for samples from
various lakes: COa = Cospuden, DO = Débern, GO5 = Niemegk, R11=ML111 monimolimnion, Rlu=ML111
surface, R7 = ML107, RG=ML117, Wal = Waldsee monimolimnion, Wau = Waldsee surface, (AR) = Arendsee
(natural, not a mining lake) and relation according to Biihrer & Ambiihl (1975; solid line) and Fofonoff &
Millard (1983; dash - dotted line). (from Schimmele & Herzsprung 1999)

This may have two reasons. Firstly el. conductivity is not a good estimator for dissolved
substances because there is a relative high amount of neutral substances and/or chemical
composition changes due to internal processes (see Schimmele & Herzsprung 1999).

Even using the Chen & Millero (1986) formula with input — salinities equal to the sum of
measured concentrations of the main constituents yields densities lower than measured (see
figure 2; please note, that most of the shown salinities are beyond the upper limit of validity of
the Chen & Millero formula of 5=0.6).

A look on partial molal volumes helps to estimate the influence of the composition of
dissolved substances to density.

The partial molal volume is the change of volume ¥ upon the addition of one mole of

electrolyte i to a large reservoir at constant temperature T, pressure p, and moles of the other

components 7; : Vi = (SVJ . Intable 1, conventional partial molal volumes V com
n
T’p’ J#i

at infinite dilution at 25°C (Millero 1972) are listed, where ¥; =V om + 2V - for cations and
Vi =V i~ zV 3~ for anions. The estimates for the absolute partial volume of the proton

F?,- are varying from -0.9 cm’mol”! to -7.6 cm’mol™ (Millero 1972). Zana & Yeager (1966,
1967, cited by Millero 1972) determined it experimentally to —5.4 +2 cm’mol™ at 25°C.
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Fig. 2: Measured densities (o= density — 1000 kg'm™ ) for samples from different mining lakes with
corresponding calculated densities after Chen & Millero (1972).

Table 1: Conventional partial molal volumes V oo at infinite dilution at 25°C (Millero 1972)

on ¥ eonv [cm’mol’'] Ton Ve [cm’mol™]
H 0 HCO; 23.4

Na’ -1.21 cr 17.83
K’ 9.02 CO~ 43

Mg™ -21.17 SO, 13.98

Ca& -17.85 '

Fe™ -24.7

Al - -42.2

Fe’" -43.7
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For diluted solutions additivity is valid and the relative change in density then is given by

A —0 R x .
._f = -; Vim, +-};ijMj , where m; = ?j is the molarity and M; the molar weight. The
o

first term represents the change of volume and the second represents the increase of density
due to the additional mass. ‘

The relative changes in density were calculated for different “typical” mixtures with the
values from table 1 and are listed in table 2.

Table 2: Density differences about addition of 1g salt / 1kg water (1 %) for different

mixtures (under assumption of infinite dilution)

Ion Relation 824103
i
“seawater” Na" 1 0.72
Cr 1
’lake” Ca™ 1 0.82
HCO; 2
“mining lake” SO~ 13 1.05
g 10
Fe’" 2

It can be seen that for the same salinity and different compositions the density change varies
widely. The density difference in the above example lies in the same order of magnitude as
epi / hypolimnion differences in spring and autumn stratifications of temperate lakes.
Furthermore, the molal volumes of the various substances have different temperature
dependencies. In figure 3, density measurements from a sample from highly acidic mining
lake ML107 (pH ~ 2.3) are drawn at 5 temperatures. In this figure the temperature
dependence of pure water (with an additional offset of 4 g/1) and the outcome of the Chen &
Millero (1986) formula with a salinity of S=5.0 are added. It can be seen that the true
temperature dependence of that specific sample lies in between the both estimates.
Especially in acidic mining lakes, the chemistry is mostly dominated by three species: Ca'
SO, and Fe**. Therefore it may be possible to construct equations of state, which hold for
groups of mining lakes with only few adjustments.
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Thermodynamic properties of sea-water and sea-ice

Rainer Feistel
Institut fiir Ostseeforschung, Warnemiinde

Thermodynamic properties of sea-water like density or heat capacity can be expressed
mathematically as functions of three independent variables. In practical oceanography these
variables are pressure p, temperature t, and salinity S, which can be measured in-situ bye.g.
common underwater probes (,,CTD"). Intense physico-chemical investigations, mainly in the
70s, led to an internationally accepted standard on seawater properties, documented in the
International Oceanographic Tables Vol.4 (10T-4, Unesco,1987, 1991). This document
describes the shape of basically three different quantities — density, heat capacity, and sound
speed of sea-water — in the range of oceanographic interest (-2 to 40°C, 0 to 100 MPa, 0 to
4%) to a high degree of accuracy (4 g/m’ in density, 0.6 m/s in sound speed, 0.5 J/kgK in
specific heat).

A closer view onto these so-called Unesco-formulas reveals a number of weaknesses. The
three different functions are not fully consistent with each other, as thermodynamic cross-
relations show. They are incomplete in the sense that they do not suffice to compute
thermochemical properties like entropy, enthalpy, chemical potential, dilution heat, or
freezing points. They are not very reliable to compute maximum density points of seawater
(deviations up to some 0.1 K), and they deviate systematically about 0.5 m/s from best known
sound speed measurements.

To improve the basis for studies of energetic and irreversible processes in the water the
Unesco formulas have been unified using additionally available data, like dilution heats,
melting points, temperatures of maximum density, del-Grosso-74 sound speeds etc. As a
result the thermodynamic potential function G(S,t,p) - Specific Free Enthalpy or Gibbs
Potential — was expressed as a polynomial in pressure and temperature and as an ‘almost-
polynomial® in the square root of salinity. The latter structure is predicted by theory: in the
case of very low salinity dilute electrolytes obey the so-called Debye-Hiickel limiting laws.
Altogether, 87 double precision coefficients needed to be determined, including four of them
specified by an arbitrary choice of reference states.

Many oceanic processes can be assumed to be adiabatic, i.e. they are running without
exchange of heat with their environment. For their description, entropy o is the most suitable
independent variable, substituting temperature as thermal property. Due to thermodynamic
rules, enthalpy H(S,o,p) is then required as mathematical potential function. Based on an
explicit formulation of H the computation of quantities like adiabatic compressibility, lapse
rate, sound speed, potential temperature and potential density becomes essentially simplified.
Energy conservation in ocean currents is expressed in terms of enthalpy as well (Bernoulli
function).

The knowledge of ice properties is much less complete and precise than that of water.
History-dependent crystal structures and aging processes make accurate measurements of ice
properties more difficult. There are only few recent studies; most results have been obtained
in the first half of the century. A number of ice properties has been selected from a review of
Yen et al.(1981, 1991) and assembled to form a Gibbs potential G(t,p) of ice, valid in the
vicinity of the freezing point (up to about ~10°C and 10 MPa), a polynomial with 9 derived
coefficients.
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Sea-ice is a mixture of solid water and liquid sea-water, called brine, in phase equilibrium.
Instead of a sharp freezing point it has a phase transition range, instead of diverging heat
capacity and compressibility at the first order phase transition point it exhibits exceptional
large values. Below about -8.2°C the brine becomes saturated and precipitation sets in. For
sea-water properties are known only up to 4% salinity of brine, sea-ice can be described here
only above —3°C. Due to the equilibrium condition (equal chemical potentials of water in ice
and brine) the Gibbs potential function G(s,t,p) turns out to be a merely linear function in sea-
ice salinity s.

In regions effectively separated from the global oceans, like the Baltic, the Red or the Bering
Sea, or in fully enclosed basins like Lake Qarun, Egypt, the chemical composition of sea salt
may become modified by e.g. evaporation or river discharge processes. Because of the
unknown conductivity of these mixtures, salinity determination by usual conductivity
measurements becomes uncertain, and so do all quantities derived from the triple (S.t,p).
Typically, these deviations cause density errors of some 10 g/m®. Most thermodynamic
properties are entirely unknown for sea salt mixtures different from standard composition.
However, for a number of mechanical (PVT) properties the so-called Absolute-Salinity Rule
proved to be a good approximation tool. Additional directly measured quantities like sound
speed or refractive index, which could help to overcome such difficulties, have not yet been
made sufficiently reliable by now.
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Thermophysical properties of lake sediments, water-sediments heat interaction
and thermal cycling in moderate lake

Sergei V.Ryanzhin

Limnology Institute, The Russian Academy of Sciences, Sevastyanova 9, St.Petersburg, 196199 RF,
Phone 7 812 2948020, 298 7327, Fax 7 812 E-mail: ryanzhin@lake.spb.su

General approach. Temporal variations of heat flux F(t,H) at lake water-sediments
boundary considerably contributes a heat storage E,, and an annual heat budget 4,, of moderate
shallow lakes and lake sites. However, the problems of the heat interaction remain poorly
studied so far. Variations of heat storage of water-sediments system can be described in a
frame of 1-D Fourier problem as

3 :
EEw(t) = F(t,0) - F(t,H), lake water at 0<z<H, (1)

gEb(t) = F(t,H) - F(D), sediments at H<z<D,

2

where z is downward directed axis with z=0 at lake surface; E, is a heat storage in sediments;
H is a lake depth; D=(2ky/w)'? is wavelength of temperature harmonic with o-frequency in
sediments characterised by thermal diffusivity &, and volumetric heat capacity cppy; F(D)=-
cspsksG is steady-state geothermal flux with geothermal gradient G at z=D. Kinematic form of
a heat flux F is related with buoyancy flux as B=agF*.

Effects of geothermal flux. To evaluate geothermal effects on lake heat budget and to
calculate global average estimates 202 and 446 probing of G and F(D) obtained from 78
European, American, Asian and African lakes have been compiled and processed in [12]. The
review of recent relevant measurements has been given in [13]. It was shown that G varies
from 0.009K-m™ in L.Nyasa (Malawi), to 0.28K-m™ in L.Windermeer, England, giving the
global avg 0.9(x0.05)K-m™. In turn, F(D) ranges from -6.28-10°W-m? in L.Malawi, to -
3.12-10"W-m? in L.Baikal, yielding the global avg -7.45(+4.31)-10°W-m™ that is close to the
global avg terrestrial value. It should be stressed, that only absorbed radiation term and F(D)
always tend to a lake heating in a year cycle. Thus, in spite of its small value, the contribution
of F(D) into lake heating increases with a decrease of absorbed insolation. Particularly, F(D)
considerably contributes to a heat budget of, e.g. cold amictic (perennially ice-covered) lakes
[12, 13].

Seasonal cycling at air-water and water-sediments boundaries. Expressions (1) and (2) are
used to calculate annual variations of heat flux at air-water and water-sediments boundaries,
heat storage and budget of water and sediments through time sequences of vertical
temperature profiles obtained in a lake and sediments. Similar data have been received for

freezing dimictic
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L.Mendota, Stewart’s Dark L., L.Tub, Wisconsin [1, 6-8], L.Beloye, Russia [11], Tver and
Karelian lakes [5], L.Velen, Sweden [15], L.Kubenskoye, Lacha and Vozhe, NW Russia
[4], etc.

The unique 20-year long term water temperature profile measurements at the deepest
site (10m) of dimictic freezing Lake Punnus-Jarvi, 60.6°N, 29.7°E, Karelia, NW Russia,
accompanied by 13-year vertical sediments temperature profile measurements (3m-layer of
sediments) have been carried out [13, 14]. It was shown, that seasonal thermal variations in
water-sediments system satisfactorily described both by expressions (1) and (2) and by
solutions of 1-D Fourier problem. Particularly, seasonal variations of heat storage in lake
water are shifted by 1/8 (1.5 month) and 1/4 (3 month) period with respect to those of
surface temperature and surface heat flux. Similar shifts are clearly seen for seasonal
variations of heat storage in sediments and rhose of temperature and heat flux at water-

Fig.l. Seasonal temperature course and thermal cycling at air-water and water-sediments boundaries
of moderate dimictic lake. Derived from 13-year long-termtemperature data on Karelian Lake Punnus-
Jarvi (ozero Krasnoye), lake maximum depth 10m , modified from (Ryanzhin, 1997)
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-sediments boundary. Thus, the following seasonal cycling at air-water and water-sediments
boundaries both consisting of time interval of the spring--summer heating (SSH) at F>0 and
autumn-winter cooling (AWC) at F<0, as well as induced thermal regimes of con-vection
and stratification could be concluded from the analysis of the above data [13] (Fig 1).

SSH and AWC each consists of two intervals characterised with negative and positive
buoyancy flux, B=agF <0, >0, denoted here as - and + (e.g. SSH-, SSH+). At water-air
boundary SSH- (spring heating, >0, B <0) characterised by convection begins at minimal
Ew and is completed at 4°C (spring thermal bar), Usually SSH- starts already in ice-covered
lake due to the under-ice penetration of insolation. Then SSH+ (summer heating, F>0, B >0)

Fig. 2. Lake sediments to water heat budget ratio for seasonal variations depending on Fourier
heat number Fo. The curve corresponds to the expression (5). Field data are taken or recalculated
from the cited publication.
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characterised by stratification takes place and finishes at maximum E, when AWC- (autumn
cooling, F<0, B<0) begins. The latter characterised by convection is completed at 4°C (fall
thermal bar). Next, AWC+ (winter cooling, F<0, B>0) characterised by stratification develops
till the reaching of the minimum E,. Although, the above sequences of events are well known,
notice that in contrast to annual variations of F, value of B reveals semi-annual variability. It

should be stressed, that the similar behaviour is revealed at lakc_water-scdimcnt's boundary
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F>0, B<0) and SSH+ (summer heating, F>0, B>0). In turn, AWC consists of AWC- (autumn
cooling, F<0, B<0) and AWC+ (winter cooling, F<0, B>0). However, the intervals SSH-, and
AWC- both at negative buoyancy flux at sediments boundary B<0, should be of especial
interest. Negative buoyancy induces gravity convection from sediments towards lake water
that seems releases nutrient, contaminants, etc. Long-term data on Punnus-Jarvi for SSH-, and
AWC- give 1 month (April-May), F(H)~3.1W-m?, B(H)~-2-10"cm?sec”, and 1.5-2 month
(September-November), F(H)~ -8.6W-m’, B(H)~-0.1lcm’sec® , respectively. Similar
intervals have been found and calculated in [13] from the field data obtained from L.Mendota
[1], and L.Velen [15].

Heat budget of lake water and sediments. Heat budget of lake water and sediments and
their ratio can be derived from the simplest temperature -wave solutions of 1-D-heat
conductivity equation under certain assumptions and simplifications. Assume 4(0), A(H)) to
be amplitude of temperature harmonic with frequency @ at air-water and water sediments

boundary. Then, kinematic heat budget of water and sediments can be estimated as

b, =24(0)-H, b, =2A(H)-(ks/0)". 3)
Then a combination of budgets (3) yields for sediments to water heat budget ratio

By o AL e @)
b, A(0)

where C/=cypy/cwpPu; cwpw is volumetric heat capacity of freshwater; Fo=ky/H® is analogy of
Fourier heat number for sediments. Since under the natural conditions c,py ranges from ~0.50
cal/°C cm’=2.09 MJ/K m’ (for hard rock bottom, e.g. granite) to cypw=1.00cal°C cm’=4.18
MJ/K m’ (very soft and wet sediments, e.g., organic silt), the dimensionless coefficient in (4)
can be taken as C;=0.5-1.0. Besides, A(H) can vary from A(0) (high mixing lake) to 0
(meromictic lake). Therefore, (4) is reduced for the estimate from above (at C=1,
A(H)/A(0)=1) to

bb 1/2
—t.=Fo'2, B
b, 0 &)

Fig. 2, where expression (5) is compared with the field data for annual heat budget ratio,
shows that (5) is adequate. Thus, (4) and (5) state that a contribution of heat storage of lake
sediments into the heat storage of lake water increases with a decrease of lake depth and an
increase of thermal diffusivity of sediments. Since, thermal diffusivity &, increases from some

minimum of ~1.2-10” cm’sec” (e.g., organic silt) to some maximum of ~8-9-10" em®sec’

(granite), by/b, can ~2.6 times differ in lakes with a similar depth, but different sediments.
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smoothed. On the other hand according to (5), under similar values the ratio by/b,, should be
higher for long-term and lower for diurnal temperature variations as compared with seasonal
variability.
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Year to year differences in the temperature regime below the ice-
cover in Lake Erken during the last ten years
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Limnology, Uppsala University, Norr Malma 4200, 761 73 Norrtilje, Sweden
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Introduction

Like many other lakes at northern latitudes, Lake Erken in central Sweden is
frequently ice-covered for about three to four months each year. Even though ice-
cover dynamics are known to influence lake oxygenation (Stewart, 1976; Livingstone,
1993), fish winterkills (Greenbank, 1945, Barcia and Mathias, 1979) and
phytoplankton production, species composition and abundance (Rodhe, 1955; Maeda
and Ichimura, 1973; Pettersson, 1985; Smol, 1988) relatively few limnological studies
during periods of ice-cover have been undertaken. In this paper, temperature regimes
below the ice-cover in Lake Erken are determined by continuous temperature
measurements at the 1 m and 14 m water depths between 1988 to 1998. These data
together with measurements of global radiation, snow depth and nutrient
concentrations in the lake water are used to examine variations in the occurrence of
the spring phytoplankton bloom. The overall intention of this paper is to provide a
clear description of ice-cover dynamics and to examine the ecological consequences
of variable ice cover dynamics on phytoplankton blooms.

Methods

Lake Erken is a dimictic mesotrophic lake in central Sweden, about 50 km E of
Uppsala and 60 km NNE of Stockholm (59° 25°N 18° 15°E). The lake has a surface
area of 24 km?, a mean water depth of 9 m and a maximum water depth of 21 m.
Frequent measurements of water chemistry show yearly mean total phosphorus
concentrations of 24 ug L™, yearly mean chlorophyll a concentratlons of 3.7 pg L
and yearly mean total nitrogen concentrations of 620 pg L. The yearly mean Seccl'u
depthis 4.5 m.

In 1988, an automatic meteorological station was installed on a small island 500 m
from the southern shore. From the meteorological station average hourly
measurements of air temperature, vapor pressure, global radiation, photosynthetically
active radiation (PAR), wind speed, wind direction, rainfall and water temperatures at
1 m and at 14 m are collected. Snow data are available from a meteorological station
10 km south of Lake Erken.

Water samples were collected, either monthly, biweekly or weekly, with an
intergrating tube-sampler from a station situated 700 m offshore above the deepest
part of the lake. When the lake was unstratified a volume-proportional mixture of
water from 0 m to 10 m was taken. When the lake was stratified the volume-
proportional mixture was from 0 m to the depth of the thermocline. The molybdate
reactive phosphorus, nitrate and chlorophyll a concentrations of the water samples
were immediately determined in the laboratory.
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Results and discussion

The onset of ice-cover could be identified in the water temperature record by the
development of temperature differences between the 1 m and 14 m water depths, and
the end of ice-cover corresponds to the end of temperature differences between these
depths (Fig. 1). The duration of ice-cover is dependent on wind and air temperatures,
and is, therefore, quite variable from year to year. During the last ten years the
duration of ice-cover ranged from 25 days in winter 1992/93 to 139 days in winter
1995/96.

1852/93 1395/9%6
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Fig. 1. Daily mean air temperatures and daily mean water temperatures at the 1 m and 14 m depths in
Lake Erken during the extremely warm winter 1992/93 and the extremely cold winter 1995/96. The
arrow shows the time of the maximum temperature difference between 1 m and 14 m water depth and
divides the ice-cover period into a pre-rising and rising period, based on temperatures measured at the 1
m depth.

Not only the duration of ice-cover, but also the temperature regimes below the ice-
cover are variable from year to year. Since 1988, the isothermal lake temperature at
the beginning of ice-cover varied from 0.18 to 2.15 °C, and the difference between
this temperature and that just following ice loss varied from 0.03 to 2.39 °C. During
the period of ice-cover, the maximum temperature differences between the 1 m and
14 m water depths ranged from 0.93 to 2.77 °C (Table 1). This maximum temperature
difference appeared approximately at the time when the temperature at 1 m began to
rise. The magnitude and duration of this temperature rise varied significantly from
year to year.

Despite the variability in the temperature regime, temperatures at 1 m and 14 m
below the ice-cover follow a certain pattern, which can be represented as a triangle.
One side (A) represents increasing temperatures at 14 m during the total duration of
ice-cover, one side (B) represents a decreasing or constant temperature at 1 m during
a pre-rising period and one side (C ) represents the rising temperature at 1 m prior to
ice loss (Fig. 2).

%4
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Table 2. Duration of ice-cover temperature differences and the duration of the period, prior to ice loss,
over which temperature rises at 1 m in Lake Erken from 1988 to 1998.
Year Beginning of End of Dicecover Theg.  Tdift:beg.end Max Taim:1.14am Beginning of Drrise

ice-cover ice-cover (days) (°C) (°C) (°c) Triseatim (days)

88/89 1-Dec-88 9-Feb-89 70 043 1.18 1.92 2-Jan-89 38
89/90 7-Dec-89 6-Feb-90 61 051 214 m. d. m. d. m. d.
90/91 11-Jan-91 21-Mar-91 69 047 2.81 1.57 22-Feb-91 27
91/92 25-Jan-92 12-Mar-92 47 0.83 1.43 0.93 23-Feb-92 18
92/93 21-Feb-93 18-Mar-93 25 181 0.03 0.8 9-Mar-93 9
93/94 12-Dec-93 12-Apr-94 121 1.00 2.39 m. d. m. d. m. d.
94/95 21-Dec-94  5-Apr-95 105 141 097 m. d. m. d. m. d.
95/86 28-Nov-95 15-Apr-96 139 215 1.98 2.77 27-Feb-96 48
96/97 19-Dec-96 13-Mar-97 84 032 272 1.97 22-Jan-97 48
97/98 1-Feb-98 4-Apr-98 62 0.18 1.83 md m. d. m. d.

Dicecover: Duration of ice-cover

Tyeg: Isothermal water temperature at the beginning of ice-cover

Tairbeg-end: Temperature differences between the isothermal temperatures at the beginning and end of the
ice-cover period

Max T4 1.14m: Maximum temperature differences between the 1 m and 14 m water depths

Beginning of Ty s 1 m: Time when the temperature begins to increase at 1 m began

Dyis.: Duration of the period over which the 1 m water temperature increased prior to ice loss

m.d.; missing data

I
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Fig. 2. The temperature gradient at 14 m water depth during the whole ice-cover period (A), the
temperature gradient at 1 m water depth during the prerising period (B), and the temperature gradient at
1 m water depth during the rising period (C ). The large triangle is for the coldest winter recorded (95-
96) while the small triangle is for the warmest winter (92-93).

The triangles can be defined by the duration of ice-cover, the timing of the rising
period at 1 m and the temperature gradients at the 1 m and 14 m depths. The duration
of the ice-cover (length side A) was found to be inversely dependent on the mean air
temperature calculated over the duration of ice-cover. The rate at which the
temperature at 14 m increased (slope side A in°C/day), and thereby the sediment heat
flux, was very similar from year to year, and found to be independent of the previous
summer’s lake temperatures, lake water temperatures at the beginning of ice-cover
and the timing of the onset of ice-cover. More variable were the temperature gradients
during the rising period at the 1 m water depth (slope side C in °C/day). These
gradients were observed to be dependent on the solar radiation penetrating through
the ice, which were in turn dependent on the characteristics of the ice and the depth of
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the snow-cover on the ice. The beginning of the rising period equaled the time of the
maximum temperature differences between 1 m and 14 m and was also dependent on
solar radiation and snow cover. In general, the warmer the winter, the shorter the ice-
cover period, the colder the temperature at 14 m, the smaller the maximum
temperature difference between 1 m and 14 m and the more labile the stratification.
This pattern is the opposite pattern of a warm summer where stratification becomes
more stable.

Solar radiation penetrating through the ice was also observed to be the main factor
influencing the occurrence of the spring phytoplankton bloom. In Lake Erken, a
spring phytoplankton bloom always appeared at the beginning of April, whether the
lake was still ice-covered or not, except during the winter 1995/96 when a deep snow-
cover reduced sub-ice light intensity at the time normally associated with the spring
bloom (Fig. 3). Nutrient limitation never seemed to be the reason for the absence of a
spring phytoplankton bloom. However, during warm winters nutrient concentrations
at the beginning of the spring phytoplankton bloom can clearly be reduced due to a
continuous slow phytoplankton growth below the short lasting ice-cover (Fig. 3).
More research is needed to determine how important ice-cover dynamics are in
influencing the following summer stratification and summer phytoplankton blooms.

1882/183

:—I—G'lbropnyla —.—M-'(P—O—NSZ‘C

1985/96

I—n—crrlorophyua -—-AF-W-—o—ND@]

Fig 3. Chlorophyll a, molybdate reactive phosphorus (MRP) and nitrate (NOs) concentrations in the
upper water layer in Lake Erken during the extremely warm winter 1992/93 and the extremely cold
winter 1995/96.
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SCOPE
In an infinitly large water body with fresh water overlying salty water, the smoothing of
an initially absolutely sharp salinity jump is considered (Fig.1). No advective processes
are present. Due to diffusion, salt is transfered vertically and the water column gains
potential energy which can be evaluated analytically and numerically and a mathematical
relation between potential energy gain and diffusion coefficient is achieved.

normalized depth

-1 0
normalized density difference

e=h

Figure 1: An initially sharp salinity gradient is smoothed by molecular diffusion. A salinity parcel
gained potential energy by vertical transport
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INTRODUCTION

Meromixis can establish, if the deep water body of a lake has sufficiently high density
to resist the deep recirculation in the cold or windy season. Either this water of higher
density has to be introduced from the outside by a salty inflow (like Fig. 2), or vica versa
by a fresh inflow into a salt lake from surface (*exogenic’, Wetzel 1983) or groundwater
sources ('creogenic’, Wetzel 1983). On the other hand, these denser waters can be produced
internally by evaporation in a salt lake or by biological activity (’biogenic’, Wetzel 1983),
as the plants and animals contain a higher concentration of dissolved matter withing their
shells. In addition, chemical transformation of solutes can cause a change in density,
especially if supported by microbiological activity.

Merseburg-Ost MB1 Merseburg-Ost MB1
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Figure 2: Salinity and temperature profiles in Merseburg-Ost Lake 1b at sampling point MB1 in
the years 1995, 96, 97 while the waterlevel was recovering from its artificially low level by unforced
groundwater inflows (also Boehrer and Zippel, 1997)

When a deep layer of dense water exists, a number of processes is involved in its disso-
lution into the overlying mixolimnion. As the stable stratification is at a lower potential
energy than the perfectly mixed water column would be, energy has to be supplied from
various sources to shift the lake towards a perfectly mixed water body.

Potential energy considerations allow a comparison of the importance of the various
processes. In some meromictic lakes several of the contributions might be at a similar
magnitude, while in others one factor might be dominant. Especially for artificial lakes,
e.g. the mining lakes from opencast mines, predictions of the recirculation pattern would
be desirable, even before the lakes exist in final form (e.g Boehrer et al. 1998).

The discussion of all contributions to meromixis, and all diluting processes would be
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beyond the scope of this contribution. We concentrate on a model of an infinite water
column, where a fresh water overlies salty water initially separated by a sharp interface.
Temperature and advective processes are not considered. We evaluate the contribution of
the diffusion to the potential energy of the water column, yielding a power per area.

DIFFUSION

Diffusion is the consequence of a stochastic movement of the individual particles of an
observed substance. The process results in a down-gradient net transport. The salinity in
the lower water body (corresponds to the monimolimnion of a meromictic lake) is higher
than in the upper water body (corresponds to the mixolimnion of a lake). A net salt
transport opposed to gravity is the result. Thus the potential energy of the stratification
is increased.

We quantify this process, for an initially sharp density step. Fig. 1 shows, how the sharp
density gradient has smoothed after a time span t. x denotes the diffusion coefficient. For
simplicity the vertical coordinate is chosen z = 0 in the density step, the density p is
normalized by M = 2(p— p)/Ap, where j is the density of the fluid half across the density
difference Ap. The problem is considered not to have any bounds. The diffusion obeys
(e.g. Batchelor, 1967 pp 187):

%tﬂi -_—n%'g, with M(z,t=0)==%1 for z<>0 (1)
The solution is known
-1 2 g
Mizt) = —— /; exp(— o—)dz' = —erf(y) @)

including 7 = z/v/4xt. The question is now, how much potential energy was gained
through the vertical transport of salinity of the lower shaded area to the upper shaded
area. Because of symmetry, the energy for the tranport is double the potential energy
gain due to the shaded area on one side of z = 0:

Ei=2 [ #(o(2) - p- 3A0)ds 3)
substitute p by M: &
By =g [o 2(M(z,1) + 1)dz (4)
and n = z/v4xt =
Ba = 4gntlp | n(—er(n) + 1)dn (5)

The evaluation of the integral yields 0.25, see appendix, and thus we can calculate the
potential energy input by the molcular diffusion:

E4 =gk Apt (6)
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CONCLUSIONS

A number of aspects of the result (eq. 6) disserve a closer look. Firstly a diffusing
stable stratification is gaining potential energy. The amount of gained energy over time
(power) is the derivative of eq. 6 after time

Pi=gklAp (7)

and is constant with time. A density difference, as found in Merseburg-Ost Lake 1b,
(Boehrer and Zippel, 1997) would indicate:

P;=9.81m/s?.1-10°m?/s- 15kg/m3 ~ 1.5 - 10""W/m? (8)

Secondly the energy input over time (power) is linear in Ap. This means any shape
of halocline can be approximated by a number of steplike salinity profiles. Therefore it
can be concluded that the gain of potential energy over time depends only on the density
difference between the waters at infinity, but not the shape of the gradient.
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APPENDIX
With the help of Rainer Feistel (many thanks again!), the integral was evaluated
analytically. We start from the eq.4 including M(z,t) from eq. 2.

E; =gA g Bl (—-—L‘-’-’i)dz."+l)dz'r (9)
o=y p./(: z(\/mct-[o e 4wt )

Partial integration yields

2 (ol B e PRIT S | sl ('zgd 10)
Bu=90| 5 (7o [ (g +1)] | +ote [ 5 e ias

From Bronstein (1981, p.66), the first term is zero, and the second term is:

E4 = gApkt (11)
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Extended abstract

During winter chilled water masses over the marginal region of the basin of Upper Lake
Constance have been observed by CTD-measurements to drive deep density currents. This
transport of surface waters may extend far into the deep regions of the lake and provides then
partial exchange of the stagnant hypolimnetic layers as deep as the bottom layer depending on
the deep stratification and the density of the penetrating water mass. Due to this driving agent
there is the possibility of a weak horizontal circulation in the main lake water body overlying
the density current, when the effect of deflection by the earth’s rotation is taken into account.
In order to provide first insight into this complementary motion a rough theoretical analysis is
conducted in terms of a cylindrically symmetric basin with a typical radial bottom configuration
and a forcing of the homogeneous water mass from below by the stress exerted from the
density current. In a cartesian coordinate system with x eastward, y northward positive and z
positive upward the transport in the homogeneous lake defined by vertical integration of the
steady current from the top of the deep density current at z = -H(x,y) to the surface at

z =n(x,y) is governed by the equations:

1 4
—fN = —g['Iﬂx +AhAhM +B(TS o Tb)l,

fM = —gHn, +AhAhN+§(1:S —Tp)- . My +N, =0,

where Ay, is the horizontal Laplace operator, Ay the horizontal eddy coefficient, g gravitational
acceleration, f the Coriolis parameter, p density, T; and Ty the stress at the surface and at the
lower boundary, resp, and i, j are unit vectors in x- and y-direction. The indices x,y denote
derivation in the corresponding direction. When the components M, N of the transport vector
are replaced by a stream function, y, according to: M = —‘Py , N=Y,

and the frictional terms are approached by the linear relation: ApA,M =-RM

with R a suitable friction coefficient, a partial differential equation of y of second order is
obtained by elimination from the governing system of equations. The result reads in vector
notation:

ALY - VY. v(aa)-%(tnun):%k-[v x (Tg—Tp) + V(%H) x (T, —‘:S)]
o] ;

where J is the Jacobian,  J(¥,&H)="¥, - (&zH)y ~(4eH), ¥y ,

and k is the unit vector in vertical direction.
By forming the divergence of the first two fundamental equations one obtains after some
rearrangements a Poisson equation for the vertical deviation n of the surface from rest:

Apn= :;ﬁ RT(P, beH) + £(A, ¥ - V- V(6H)) + -:;(('cb ) V() + V- (5, - T ))}

The boundary condition reads Vn-t=0 at the lakeward rim of the shallow convection region
with t the tangential unit vector there. The corresponding boundary condition for ‘¥ is ¥, =0
and thus defines ¥ as the stream function of the longshore transport.
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lConﬁnin'g to a cylindrical symmetric basin as represented in the diagram of Fig. 1 and
introducing cylindrical coordinates as well as denoting by H*(r) and H(r) the configuration of
the depth and the top of the density current, resp., letting Ts = 0, both the differential equations
transform into the following representation:

1

1 f 1 1 1
Tt B g Y ), (), (- e L]

e +%T|r =é—{[f(\r" Jr%lpr ¥ -(aH)rj +§[((&H), —%Jr’ 4 r;ﬂ,

where T denotes the bottom stress with its components " and t° , resp. If rotational symmetry
of ¥ is assumed, the third and fifth term of the left side and the third term on the right side of
the equation for '¥' drop. This allows the term with the factor f on the right side of the equation
for 1 to be replaced by terms consisting of 7% only and yields the equation:

et (.- ), -S|

The corresponding boundary conditions read ¥, = 0 and n;e = const at the shoreward rim of

the circulation and 1o = 0 at the centre of the basin. T is defined at the top z = -H(r) of the
density current and has to be determined separately as forcing agent. This can be achieved by a
local decomposition of the vertically integrated transports M and My, of the compensating and
density current, resp., according to an approach by Ekman (1905) gradient currents. The
definition of quantities is shown in Fig. 2 for a three-dimensional Cartesian coordinate system
X, ¥, z and the notations of the transport components read:

0 -H 0 -H
M, = Iucdz, M, = Iubdz, N.= Ivcdz, Ny = vadz,
-H -H* -H —H*

where M, = const is the constant rate of cold water surplus production by cooling over the
shoreward shallow depth region in comparison to that over the deeper region of the basin. The
decomposition into the vertical local current distribution has been explained during the talk on
September 2, 1998, in terms of the simpler case for f = O in order to provide an easier
understanding. In the following, the solution for f # 0 is given for the sake of consistency with
the original problem.

The system of equations for the density current in terms of Ekman gradient currents is:
* * *
(D)-fvy =gp'Hy —gny + AyUp 55, fup =Ayvp 4,
with the boundary conditions: u,(-H*)=vy(-H*)=0 and uy, ,(-H)= vy, ,(-H)=0.
p' means the relative difference of density (p2- p1)/p2 as depicted in Fig, 2.

The system for the compensating current above reads:
(2)—fv, =—gny + Avuc,zz , fuc= Avvc,zz
with its boundary conditions:
uc(-H) = up(-H), v¢(-H) = vp(-H) and v,(0)=uc,(0)=0.
The quantities A: and A, denote constant different vertical eddy diffusivities of momentum

in the layer of the density current and above, resp. It is possible to account for a logarithmic
sublayer in the density current, where the friction at the bottom prevails. For this modification
a final remark is added, when the treatment of the solutions is outlined as follows and provides

formal evidence of the incorporation of this effect.
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Fig.1 Illustration of the cylindrically symmetric basin with deep density currents on its margin.

N — 2= - H*(x)

wu(@ V(z)

Fig.2 Schematic representation of convective density currents over the main margin
of a large lake.

Third Workshop on Physical Processes in Natural Waters 73



The solutions are obtained in complex notation as a concise formulation of the original theory
by Ekman (1905) used by Krauss (1973) and read for the density current:

cosh((l +i)y (2 + H))
cosh((l +i)y *(H* - H))
with 7*2 =f/ (2A:), F= gp'H; and valid for -H>z>-H".
The solution for the compensating current is: [
. _ cosh((l + i)yz) gn cosh((1+ i)'yz)
4) V. =u_ +iv, =|uy(-H) +ivy (-H i—%1-
(4) Ve =ug +ive = [up(-H) + ivy (-H)] cosh{(1+ )yE) i cos{(17 1E])

with y2 =£/(2A,) and valid in the depth range 0> z>—H.
The corresponding vertically integrated transports in x-direction result in:

" * h((+i)y (H-H")
M, = - 1t2 [m{dvb( H )}=_ 1*2 Im (i—l)Y—(F—gnx sm( +14)y )
2%y dz 2y f cosh((1+ it H))

at i dv(-H) SRS . |: SO RS ]sinh((l-ﬂ)yﬂ)
M = 2y21m{ 5 }* nglm{(IH)Y up (-H) - i(vy, (-H) f) cosh{(1+ )

As to Ny, and N; corresponding expressions are obtained and not quoted here for sake of
brevity. The derivation 1, is determined by the condition of mass continuity: M¢+Mp+Np = 0.
Evaluation by decomposition into real and imaginary parts yields the following relation for my:

(3) Vp =uy +ivy, z%(F—gnx)

&) i E
gnx =F-——=
-8 &
~—27N (—Li = 5] + —_—SH .._8 =+ ‘:..i
Dy \y*N+ Dy -N* N+
where § is the constant thickness of the density current shown in Fig. 2. The remaining new
expressions read:

N = cosh? v "5 cos?y "8 +sinh? y"8 sin?y™5, N =cosh? yH cos® yH + sinh? yH sin? yH,
Sy = sinhyH coshyH + sinyH cosyH, Dy; = sinhyH coshyH - sinyH cosyH,
Ls = sinhy*S coshy*ﬁ, S = sinhy*rS siny*ﬁ, Cs = coshy*ﬁ cosytﬁ 2

Some physical plausibility is evident, when formula (5) is evaluated for the limiting cases H—0
and §—0, which means that the water column consists of the heavy water or that the density
current thickness is vanishing, resp. In the first case, from (5) results gny = F. Since there is no
density difference any more, F is zero and thus ny = 0. No density current is possible. In the
second case, gny= 0 results directly, which is consistent with the vanishing thickness of the
density current. From formula (5) either gny or F-gny can be replaced in the solutions (3) and
(4) and the evaluation of the components of the compensating as well as the density current is
straight forward, if a certain idealized configuration of H(x) and H (x) is introduced. It is to be
expected, that the longshore circulation is weak. However, the compensating transport along
the shore over the margin is not subjected to any boundary friction at the surface or at the top
of the density current, instead, it is driven at the latter boundary. Thus its conditions of
generation are favourable. On the basis of this local information on T, at z = -H the original
problem can be solved in terms of cylindrical functions for the radial dependency. The details

T4
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have still to be evaluated and will be given in a forthcoming paper on the interpretation of
recent density current observations in Lake Constance.

Finally, a few hints on references are enclosed which concern the applied theory. A qualitative
consideration is already given in Ekman’s (1906) work in the section on currents caused by
wind set up in enclosed seas. The mathematical approach had been used previously by the
author in Serruya’s et al. (1984) account on steady winter circulations compared between Lake
Constance and Lake Kinneret, though convectively driven density currents were not included,
as their pronounced contribution to the deep water renewal in Lake Constance was unknown
at those times. The foregoing analysis does not consider the vertical component of motion,
which is noteworthy in a slope-dominated problem. However, it is sufficient under usually not
very steep marginal bottom configurations to treat the solution in horizontal projection. The
vertical component is introduced via the additional continuity equation in the problems (1) and
(2) with the meaning of a complementary quantity. Such a completed treatment is carried out,
for instance, in Morozovsky's et al. (1998) investigation on a quasi-steady two-dimensional
meteorological front. Also, the afore-mentioned notice on the frictional sublayer is
incorporated in their theory which consists partially of the same method as used here.
According to their formulation, the introduction as to the density currents would mean
formally to fit the composed solution to an additional boundary condition at the top of the
sublayer. This in turn would modify, for instance, relation (5), however, it would not alter
essentially its physical sense. Detailed numerical calculations of convective circulations in lakes
by Horsch and Stefan (1988) were confined to the slope in littoral regions and included the
driving mechanism by cooling at the surface and the associated formation of thermals. In their
second account (Stefan et al.,, 1989) a bulk formulation of the stronger cooling in less deep
water columns is used for the estimation of the horizontal flow rates. Such an approach would
suffice to specify roughly the driving transport of cooler water which enters the system at the
upper edge of the main margin.
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Winter cooling processes in Lake Geneva

L. Fer, S.A. Thorpe and U. Lemmin
LRH, EPFL, CH-1015 Lausanne, Switzerland

Over the past two winter seasons, CTD profiles have been repeatedly taken on transects
from shore towards the deepest point (300m) of the lake. In all data, two processes of heat
transport and winter cooling have been identified:

- the formation of cold water density currents on the lateral slope. A cold water bottom
boundary layer of several meters thickness and at least 0.1K colder than the overlaying
water column extends from the shore down to the seasonal thermocline (max. depth
200m). This boundary layer is a permanent feature of the winter cooling season, observed
in all profiles when conditions favouring convection are prevalent at the surface. The lift-
off at the depth of corresponding density and the subsequent penetration into the open
waters as a horizontal plume are documented.

- the formation of sinking plumes in midwater. About 20 percent of the profiles where the
total lake depth greater 40m consist of a sequence of statically unstable sections extending
from the surface to the cold bottom boundary layer. These regions are typically several m
thick and colder by more than 0.1K than the ambient. They are interpreted as an indication
of vertical heat flux occurring in connection with plumes of cold water sinking from the
surface to the bottom.

The two processes were further studied using a submarine equipped with a 1.5 m long
vertical spar on which 12 high resolution thermistors were equally spaced. Running
transects from shore into the open water at fixed depths, many plumes could be identified
and a typical diameter of O(10)m was found. No significant difference in plume diameter
can be seen between calm and windy days or between downwind runs and crosswind runs.
The cold bottom boundary layer on the lateral slope was always evident. In addition, a
general decrease in temperature from the center of the lake towards shore was observed in
the whole water column above the thermocline.

The processes observed here are important in the context of deep water renewal and
reoxygenation because they provide for water exchange on time scales much shorter than
those of small scale turbulent diffusion.
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Abstract to the Third Workshop on "Physical Processes in Natural Waters'
31 August -- 2 September 1998, Magdeburg, Germany

Some Physical Features of Early-Spring Convection in Ice-Covered Lakes

Arkady Yu. Terzhevik'*® and Joakim Malm'

'Department of Water Resources Engineering, Lund University, Sweden
“Institute of Limnology, Russian Academy of Sciences, St. Petersburg, Russia
3Gefordert mit Forschungsmitteln des Kultusministeriums des Landes Sachsen-Anhalts
(Supported by research funds of the Ministry of Culture of the state Sachsen-Anhalt)

Within a field campaign programme in 1994-1995, measurements of temperature,
conductivity, and currents were carried out in lakes Vendyurskoe, Rindozero, and Uros, located
in the southern part of the Republic of Karelia, Russia (latitude 62°10" - 62°20'N; longitude
33°10" - 33°20'E) during the spring (April 1995). In the first two lakes, the penetrating solar
radiation mainly heats the water close to the ice, until this layer becomes hydrostatically unstable
and convection begins. The vertical thermal structure is then characterised by a thin boundary
layer in the vicinity of the ice, where the temperature increases rapidly with depth, a convectively
mixed layer with a depth constant temperature, and the "old" winter temperature structure in the
lower part of the water column. Despite the fact that the temperature exceeds 277°K
(temperature of maximum density) in the bottom layers, a higher salt content provides the
hydrodynamic stability through that part of a water column. .

In Lake Uros the vertical temperature development during the spring is different. When
the temperature exceeds 277°K in the interior, hydrodynamic instability develops, since heavier
and colder water lies above lighter and warmer water. As a result, a homogeneously mixed layer
forms in the interior, which grows in thickness with time. There are presumably two main
reasons for the absence of under-ice convection in Lake Uros, that are the higher vertical
temperature gradient (~1°K-m™") compared to the other two lakes (vertical temperature gradients
are about 0.5°K-m™ in both lakes) before solar heating started, and diffcren_t water characteristics
in the three lakes, where Lake Uros has a comparatively smaller capacity for absorption of solar
radiation per unit volume of water.

The temperature differences associated with the onset of convection in the investigated
lakes are small (estimated to be less than 10°°K). The effects of penetrative convection were
visualised by formation of a transition layer between the mixed layer and the stably stratified
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and 0.2°K, respectively, after two days of convective mixing, Horizontal temperature differences

of 0.2-0.3°K were observed during the period of convection, most likely caused by spatial
differences in ice thickness and surface albedo.
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Spring Convection in an Ice-Covered Lake: Observations,
Scaling and a Simple Mixed-Layer Model
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1 Introduction

Recent observations in ice-covered lakes (Malm et al. 1997a, 1997b) indicate that in late spring a consid-
erable part of the water column is well mixed and vertically homogeneous with respect to temperature.
The homogenisation was shown to occur due to convection that originates from the vertically distributed
heating by the solar radiation penetrating down through the ice. Convection in the oceanic upper layer
(e.g- Price et al. 1986) and in fresh water lakes at temperature above the temperature of maximum density
(e-g. Imberger 1985) is also affected by the vertically distributed solar heating. In that regime, however,
convective motions afe driven by surface cooling, whereas solar heating tends to stabilise the water col-
umn, arresting the mixed layer deepening. The regime of convection encountered in fresh water lakes at
water temperature below that of maximum density is different in nature. In this regime, solar heating
leads to de-stabilisation of the water column and thereby drives convective motions. We consider this
regime of convection in some detail. Motivated by the observational evidence, we propose a mixed-layer
scaling suitable for convection driven by vertically distributed heating. Based on this scaling, we develop
a simple mixed-layer model and verify it against observational data.

Detailed observations of convection under the ice were taken in two lakes, Lake Vendyurskoe and Lake
Rindozero, Russia, in spring 1995 (Malm et al. 1996, 1997a, 1997b; see also Bengtsson et al. 1995). During
winter and early spring, a layer of snow overlying the ice prevents the solar radiation from penetrating
downwards. The temperature changes in the water column occur due to molecular heat conduction and
are very slow. When the snow cover vanishes, the solar radiation starts penetrating down through the
ice. The radiation heating of the water column is vertically inhomogeneous — the upper layers gain more
heat than the lower layers. Eventually, a part of the water column becomes hydrostatically unstable and
overturns, leading to the formation of the convectively mixed layer. A sharp temperature increase over a
thin layer at the bottom of the mixed layer suggests that convection is penetrative.

The temperature profiles representative of the period of penetrative convection (see Fig. 16 of Malm
et al. 1997a) suggest that four layers can be distinguished. In a comparatively thin surface layer just
beneath the ice, the temperature increases from the freezing point at the ice-water interface to the value
characteristic of the bulk of the convectively mixed layer. Convective motions in the mized layereffectively
homogenise its properties in the vertical. The temperature in the bulk of this layer is nearly constant
with depth. The interfacial layer at the bottom of the mixed layer is characterised by a sharp increase of
temperature with depth. The kinetic energy of thermals is spent there for entraining the stably stratified
fluid from below into the mixed layer. Therefore, the interfacial layer is also referred to as the entrainment
layer. The stably stratified quiescent layer underlies the entrainment layer. The temperature changes in
the quiescent layer occur due to the absorption of solar radiation and molecular heat conduction.

As the solar heating proceeds, the depth and the temperature of the mixed layer increase. Remarkably,
the evolving temperature profile preserves its four-layer structure. This permits the use of a self-similar
parametric representation of the temperature profile during penetrative convection.

'Phone: +49-471-4831501, fax: +49-471-4831797, email: dmironov@awi-bremerhaven.de
! Phone: +7-812-2948050, fax: +7-812-2987327, email: Arkady.Terzhevik@tvrl.lth.se
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2 The heat budget

We utilise the quadratic equation of state of the fresh water,
1
P =pr [1— 501‘ (9—9,-)2 i (1)

where p is the density, 6 is the temperature, p, & 10% kg-m~2 is the maximum density of the fresh water
at the temperature 8, ~ 277 K, and ar = 1.65-107° K~2 is an empirical coefficient (Farmer and Carmack
1981).

Motivated by the empirical evidence discussed above, we adopt the following parameterisation of the
temperature profile during penetrative convection:

9, at0<z<$
0={ 6, até<z<h (2
f, at h<z<D.

Here, z is depth; ¢ is time; 8(t) is the depth of the surface layer beneath the ice; 6,(t, z) is the temperature
in the surface layer; h(t) is the depth to the bottom of the mixed layer whose temperature is 6,,(t); D
is the depth to the bottom; and 8,(t, z) is the temperature in the quiescent layer below the entrainment
layer that is approximated by the zero-order temperature jump.

The temperature in the surface layer increases rapidly with depth from the freezing point 6; ~ 273 K at
the ice-water interface to the mixed-layer temperature 6, (see Fig. 15 of Malm et al. 1997a). Turbulence
in the surface layer is suppressed by the stable density stratification, and the temperature distribution is
governed by the temperature transfer equation, 86/8t = k9%0/02* — 81/8z, where x ~ 1.3-10~7 m?s~!
is the molecular temperature conductivity, and I(z, z) is the kinematic flux of solar radiation (i.e. the
radiation heat flux divided by p, and specific heat of water at constant pressure, ¢, 2 4.2.10° J-kg=2.K™1).
As only the salient features of the temperature profile are of concern, we ignore the peculiarities of the
transition zone between the turbulent mixed layer and non-turbulent layer in the near vicinity of the ice
and extend the “molecular” solution down to the mixed layer to match its temperature 8,,. We further
assume that the regime of heat transfer in the surface layer may be considered as quasi-stationary. With
d6/0t = 0, the solution to the above temperature transfer equation reads

z 3 z [®
0, =0+ —(6m —9!)-1-!6_1 / Idz' — -] Idz | . (3)
6 0 6 0

The depth of the surface “conduction” layer, 6, is found from the condition of smooth matching for the
temperature profile at the bottom of the surface layer, 86/0z =0 at z = 4.

The temperature in the quiescent layer below the entrainment layer should be found from the tem-
perature transfer equation. To a good approximation, however, the effect of molecular heat transfer can
be neglected. Then, the temperature profile in the quiescent layer is given by

ﬂ, = Gini + L' (—31/31) dt', (4)

where 8.-,.." is the initial temperature profile.

In the mixed layer, the molecular heat flux is identically zero. The temperature transfer equation
has the form 88/8t = —6Q/dz — 81/0z, where Q is the vertical turbulent temperature flux (the heat
flux divided by p. and c,). Integrating this equation with due regard to the parameterisation (2) over
the mixed layer, and using boundary condition @ = 0 at z = §, we obtain the following equation of the
temperature budget in the mixed layer:

(h— )2 = —Q(h) + 15) - 1(h), (5)
where Q(h) = —A#@dh/dt is the temperature flux due to entrainment at the bottom of the mixed layer,
and A@ = §4(h) — 0 is the zero-order temperature jump across the entrainment layer.

The profile of the vertical turbulent temperature flux in the mixed layer is given by
Q(:) = I(8)(1 = Q) + [I(h) + Q(h)] ¢ = I(=), (6)

where ( = (z — 8)/(h — 6) is the dimensionless vertical co-ordinate. The turbulent flux is zero in the
surface conduction layer and in the quiescent layer below the entrainment zone.

The entrainment equation, governing the time-rate-of-change of the mixed layer depth A, should now
be derived. To this end, a mixed-layer scaling suitable for the regime of convection considered is required.
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3 The mixed layer scaling

The following scales of length, velocity and temperature proposed by Deardorff (1970a, 1970b) are now
commonly used in studies of convective flows:

h, w.=(RAQ,)3, 6.=Q,/w., (7)

where h is the depth of the convective layer, # = gar is the buoyancy parameter (ar is the thermal
expansion coefficient, and g is the acceleration due to gravity), and @, is the surface temperature flux.
The Deardorff scaling is pertinent to convective flows driven by the surface buoyancy flux. However, it
does not apply to the regime of convection considered in the present study. The point is that convection
under the ice is driven by the vertically inhomogeneous solar heating. Its energetics has nothing to do
with the molecular heat flux at the ice-water interface. A different scaling should be developed.

We utilise the depth of the convectively mixed layer, (h — 8), as an appropriate length scale. We then
propose the following velocity and temperature scales pertinent to convection driven by the vertically
distributed heating:

h
wr=[-(h-86)BQr]"?, O6r=Qr/wr, Qr=I()+I(h)—2(h—8)"" ‘[6 Id:z, (8)

where the subscript “R” is used instead of the asterisk to avoid confusion with the Deardorff scales. The
minus sign in the expression for wg is introduced to ensure positive velocity scale [according to Eq. (1);
the buoyancy parameter is a function of temperature, 8(6) = gar(f—0, ), and is negative at § = 8, < 6,].

The physical meaning of the proposed scaling can be elucidated by analogy with the Deardorff scaling.
Consider a convective layer driven by the surface buoyancy flux. The quantity w2 = h3Q, is a measure
of the generation rate of the turbulence kinetic energy (TKE) in a layer of depth h by the buoyancy
forces. This generation rate is the integral of the vertical buoyancy flux, the buoyancy production term
in the TKE budget equation, over the convective layer. For the atmospheric convective boundary layer,
for example, where the vertical buoyancy flux is to a good approximation linear, this integral is $23Q,.
Similarly, the quantity —%(h — 8)BQ g is nothing but the TKE generation rate in the layer of depth h—§
due to vertically distributed heating. This can be easily verified by integrating Eq. (6) over z from ¢
to h. In doing so, the heat flux due to entrainment should be neglected. Since the entrainment process
requires that the TKE be spent, @(h) cannot be a measure of the TKE generation rate.

The proposed scaling should be verified against empirical and numerical data. Leaving this task for
future studies, we use the scaling to derive the entrainment equation whose performance is then verified
against empirical data. This provides a rather demanding test for the scaling ideas.

4 The entrainment equation

We employ the budget equation for the turbulence kinetic energy integrated over the mixed layer depth.
For the horizontally homogeneous shear-free convective layer considered in the present study, it reads

R

where e is the TKE, ¢ is its dissipation rate, and F} is the vertical flux of energy at the bottom of the
mixed layer. In order to parameterise the vertical profiles of e and ¢, we make use of the scaling developed
in the previous section. Following numerous previous researchers (a summary is given by Zilitinkevich
1991), we employ the similarity hypothesis for the convectively mixed layer. It states that the TKE and
its dissipation rate, made dimensionless with the appropriate length and velocity scales, i.e. with (h — 6)
and wg, respectively, are universal functions of dimensionless depth { = (= — 8)/(h — §),

e=wp®(C), e=(h-8)"TuRd((), (10)
where @, and ®, are dimensionless functions.

The energy flux at the bottom of the mixed layer, Fj,, is due to internal gravity waves that radiate en-
ergy into the stably stratified layer below. This flux is proportional to A3 42X, where N’ = (—[300/3:)1/2
is the buoyancy frequency, and A and A are the amplitude and length of the waves. respectively (sce c.g.
Thorpe 1973). Following Zilitinkevich (1991) and Fedorovich and Mironov (1995). we take both A and A
to be proportional to the depth of the entrainment zone, and adopt the following formulation:

1 — s
B = ;Z—CwN’Ah‘*‘ (11)
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where N is the buoyancy frequency averaged over the quiescent layer h < = < D, Ah = h - hg is the
thickness of the layer where the vertical turbulent temperature flux is negative, hq is the zero-crossing
depth of the vertical turbulent temmperature flux, and C,, is a dimensionless constant. Since the buoyancy
frequency varies with depth at = > A, the layer-averaged N is taken as a characteristic value. The
quantity Ah is a crude approximation to the thickness of the entrainment layer. The zero-crossing depth
= = hg is determined from Eq. (6) by setting its r.h.s. to zero and solving for hg.

Substitution of Egs. (6), (10) and (11) into Eq. (9) and a little manipulation gives the entrainment
equation that can be written in the form

3

(C. + Ria)Es — C.E;5 + CwRii,/E (f—f—‘;) =C.—- gC,De. (12)
Here, Es = wr'dh/dt is the dimensionless time-rate-of-change of the depth to the bottom of the mixed
layer, the entrainment rate; E; = wﬁldé/a't is the dimensionless time-rate-of-change of the depth of the
surface layer; Ria = —wz?(h — 6)Ab is the Richardson number based on the buoyancy jump across the
entrainment layer, Ab = gar (6m + 1A —6,) AG; Riy = wi?(h — 6)*N" is the Richardson number
based on the buoyancy frequency in the quiescent layer; and De = wx*(h — §)2d (8QRr) /dt is the non-
stationarity parameter termed “the Deardorff number” by Zilitinkevich (1991). Equation (12) contains
three dimensionless constants. The estimates of C, = 0.2, C. = 0.8 and C,, = 0.01 were obtained by
Zilitinkevich (1991) and Fedorovich and Mironov (1995) using data from measurements in laboratory,
atmospheric and oceanic convective boundary layers. We adopt these values.

5 Comparison with empirical data

The vertical temperature profiles computed with the proposed model are compared with data from
measurements in Lake Vendyurskoe performed in April 1995. Detailed description of measurements as
well as the complete data set are given in Malm et al. (1996, 1997a, 1997b). We adopt the exponential
decay law for the flux of solar radiation, I(t,2) = I,(t) }_I_, ai exp(—7:z), where I, is the surface value
of the radiation flux, n is the number of wavelength bands, a; are fractions of the total radiation flux
for different wavelength bands, and +; are attenuation coefficients for different bands. For the two-band
approximation, Malm et al. (1996) find that the estimates of a; = a; = 0.5, 9; = 2.7 and 2 = 0.7 are
representative of Lake Vendyurskoe. The time-independent value of I, = 8:10~% K-m-s~! representative of
the period of measurements is used for calculations. Using the above estimates and a linear approximation
of the initial temperature profile in the quiescent layer, the evolution of the vertical temperature profile
in Lake Vendyurskoe over the period of two days is computed. As seen from Fig. 1, the model predictions
are in good agreement with the observational data.

z (m)

66, (K)
Figure 1. Successive temperature profiles in Lake Vendyurskoe during the period of penetrative convec-
tion. Solid curves are the profiles computed with the proposed model. Dashed curves represent measured
profiles. The date and the local time of measurements are indicated at the lower left corner at each panel.
The depth to the bottom at the point of measurements is 7.7 m.

6 Discussion

The regime of penetrative convection driven by vertically inhomogeneous radiation heating is considered
in some detail. Such convection is observed during late spring in ice-covered fresh-water lakes where the
water temperature is below the temperature of maximum density. A physically motivated mixed-layer
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scaling is proposed for the regime of convection in question. This scaling is used to develop a simple
bulk model of the convective layer. The results of model calculation of the vertical temnperature structure
compare favourably with empirical data.

The proposed scaling should be comprehensively verified. Results of direct measurements of the
turbulence quantities, as well as of large-eddy and direct numerical simulations of internal-heating-driven
convection, would be appropriate for this purpose. Note that it was. to a great extent, the results
from large-eddy simulations of convective planetary boundary layer and Rayleigh convection that led
J. W. Deardorff to propose his convective scaling. Direct verification of the proposed scaling will be a
subject for future work.

Finally, it should be noted that a regime of convection similar to that in ice-covered fresh-water
lakes may be encountered in puddles over melting sea ice. Since the puddle water is nearly fresh and
has the temperature below that of maximum density, the vertically inhomogeneous solar heating would
drive convective motions just as it does in fresh water lakes. The difference between the two regimes
is in boundary conditions. The temperature of the puddle surface changes with time, while in a lake
the temperature at the ice-water interface is fixed at the freezing point. Conversely, the lake bottom
temperature changes with time, while in the puddle it is fixed at the freezing point. Knowledge of
convection in puddles is of practical importance. Convective motions intensify the vertical heat transport
towards the ice and thus affect the rate of ice melting.
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